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PREFACE

This paper was prepared as part of IDA Project 9000-109 under the IDA

Independent Research Program.

This paper describes a computer program designed to investigate three aspects of

the modeling of combat. These aspects are: formulas used to compute attrition, formulas
used to compute allocations of fire, and formulas used to compute relative measures of
force effectiveness. The methodological concepts underlying these formulas are discussed
in some detail.

The authors are grateful to Dr. Alan Rolfe and Dr. Leo Schmidt for their helpful
reviews of this paper.
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ABSTRACTi
This paper describes and summarily documents a computer program called

SCOMBAT, and it discusses in detail the methodological concepts behind that program.

While COMBAT can be viewed as being a general model of conventional combat, it was3 not primarily designed for that purpose. Instead, COMBAT was designed to investigate

selected subsets of three asperts of the modeling of combat. The three aspects considered

are: formulas used to compute attrition in combat models, formulas used to compute

allocations of fire in combat models, and formulas used to compute relative measures of

force effectiveness that result from combat models.

Three potential uses for the COMBAT computer program are as follows. First, it

can be used as a research tool tb investigate the characteristics and interrelationships of

various formulas that can be used to compute attrition, allocation of fire, and force

effectiveness measures. Second, code can be extracted from the COMBAT computer

program (or this code could serve as a prototype) for use in other (more detailed) models of

combat. Third, as stated above, COMBAT can be used as a highly aggregated, general

j purpose model of conventional combat. Some limitations concerning this use of COMBAT

are discussed in the paper.

B COMBAT is programmed in FORTRAN-77. A copy of its code on a 5.25-inch
disk (PC/MS-DOS format) has been attached to the inside back cover of this paper. If this

disk is missing, another copy can be obtained from the authors at the Institute for Defense

Analyses.
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I. INTRODUCTION

The purpose of this paper is to describe and summarily document a computer

program called COMBAT, and to discuss in detail the methodological concepts behind that
program. While COMBAT can be viewed as being a general model of conventional

I combat, it was not prmurily designed for that purpose. Nor does COMBAT model

specific combat missions or battles. Instead, COMBAT allows the investigation of selected3 subsets of three aspects of the modeling of combat. This restriction to "subsets of aspects

of the modeling of combat" is somewhat confining, and COMBAT is a relatively small
computer program. However, the topics discussed here are, in a reasonable sense, major

subsets of important aspects of a signilicait class of combat models.

The class of combat models considered here are those that group the weapons

systems on each side into one or more types of weapons, and then assess attrition by

consideing the number of weapons of each type on each of two sides, along with a variety

of effectiveness parametrs, to yield the number of weapons of each type destroyed on each
side. This is one of the two most frequently used approaches for modeling combat.I ThisE "aggregation into types" approach is useful both for constcting large-scale combat models

(such as theater or campaign-level models) and for constructing quick-running combat
I models. This paper does not analyze the relative sengths and limitations of this approach

as compared to other appt.aches (such as dw Monte-Carlo approach). Instead, it addressesIthree aspects of this approach given that this general approach is being considered.

The three aspects of this approach considered here are: the formulas used to

compute attrition, the formulas used to compute allocations of fire, and the formulas used

to compute relative t~easures of force effectiveness. These aspects are clearly related to

each other, but the degree of their interrelationships can vary. For example, if all of the

weapons systems on each side are grouped into one generic type of weapons system, then

I
The other common appoach keeps track of each individual weapons system. In that approach,
weapons systems are individually considered, in part by comparing randomly-drawn numbers to inpot
problbility d&ittibuuons (i.e., using Monte Carlo techniques) in order to determine the occurrence of
various events involving each weapons system, such as the attrition to those weapons systems
involved in a parucular engagement.

I
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allocation of fire plays no role, yet the choice of formulas to compute attrition and to I
measure relative force effectiveness remain important. Conversely, if the weapons systems

are grouped into more than one type, then attrition will depend on the allocation of fire, and 3
the allocation of 13= will (in general) depend on previous attrition. Further, computation of

force measures will (in general) depend on the capabilities of the weapons system being f
considered which can include how their fire is allocatea to the various types of encmy

targets, and the method of allocating this fire can depend (in part) on how the capabilities of

the enemy weapons systems are measured. The COMBAT computer program can be. used I
to examine selected characteristics of each of these aspects of the modeling of combat

individually, as well as examining selected characteristics of their interrelationships. 3
Three potential uses for the COMBAT computer program are as follows. First, it

can be used as a research tool to investigate the characteristics and interrelationships oi I
various formulas that can be used to compute attrition, allocation of fire, and force

effectiveness measures. Second, code can be extracted from the COMBAT computer 3
program (or this code could serve as a prototype) for use in other (more detailed) models of

combat. Third, as stated above, COMBAT can be used as a highly aggregated, general

purpose model of conventional combat. (SoMo limitations concerning this usr of

COMBAT are discussed in Chapter VI, below.)

The remainder of this paper is organized as follows. Chapter II discusses various

methods for calculating weapons scores and force comparisons based on these scores.

When there is more than one type of weapon on (at least one of) the two sides, these

methods all depend, in par. on the allocation of fire of each type of weapon. For the

purposes of Chapter H, it is assumed that these allocations of fire are known.

Chapter IMl discusses various methods for computing allocations of fire that are

independent of weapons scores. Accordingly, one set of options available in COMBAT is

found by combining these options for calculating allocations of fire (which do not deptnd

on weapons scores) wizh the options in Chapter HI for computing weapons scores (given

allocations of fire).

Chapter IV discusses various methods for computing allocations of fire that depend i
on weapons scores. Since weapons score-s depend on allocations of fire, theme methods

yield sets of simultmeous equations which must then be solved to obtain both the

allocations of fire and the associated weapons scores. (Note that the methods described in

I
1-2
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I Chapter III require only evaluating formulas to determine allocations of fire, not solving

simultaneous equations.)

Chapter V discusses various methods for computing attrition given that allocations

of fire are known. These methods all concern point fire; they differ in the degree of

coordination of fire. The incorporation of these attrition methodologies into the computcr

program means tha: COMBAT can (optionally) makre use of the allocations of fire3 computed as described in Chapters III or IV in these attrition methodologies to yield a

dynamic model of conventional combat. Chapter VI discusses some limitations concerning

this use of COMBAT, and it suggests a few alternatives to mitigate some of these

limitations. Of course, the code of COMBAT could be expanded, if desired, to directly

3 address these limitations.

Chapter VII presents a sutrmary documentation of the COMBAT computer
program. In this documentation, all of the input variables and arrays for COMBAT are

defined (either directly or by reference to the appropriate parts of previous chapters), the

ranges of allowable values for these inputs are presented, and the procedures for entering3 these inputs are discussed. Symbolic constants that are used as dimension bounds in array

declarators are defined and described. The output files produced by COMBAT are3discussed. The files that contain the source code for COMBAT are listed, as are its

program units, and a calling tree of subroutines and functions is given. Finally, the sizes5 of the various program units that comprise COMBAT, as well as its total size, are stated.

This summary documentation does not contain an exhaustive set of definitions of all of the
major working variables and arrays (many, but not all, are given; see Chapter VII for

details). Descriptions of the internal operations of COMBAT's program units are not

given, nor are estimates of its computer running time (which depends heavily on tile speed3 of the computer being used, on the numbers of types of weapons being considered, and (in

some cases) on the methodological options being selected).

COMBAT is programmed in FORTRAN-77. A copy of its code on a 5.25-inch

disk (PC/MS-DOS format) has been attached to the inside back cover of this paper. If this3 disk is missing, another copy can be obtained from the authors at the Institute for Defense

Anaiyses.

I
I
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I II. WEAPONS SCORES AND FORCE COMPARISONSa
A. GENERAL STRUCTURE

Quantitative comparisons of the forces on two o%_osing sides are frequently formed

in the following fashion. First, all of the resources on each of the two sides are grouped

into a set of categories. Each of the resources in each category is assigned a (non-negative)

value or score, where these scores are constant within categories, can vary across

3 categories, and can be functions of the numbers and effectiveness parameters of the

resources on both sides. While these categories need not be the same for the two sides,

f each side will ha-e at least one category consisting of resources that (perhaps implicitly)

has been assigned a score of zero. Force strengths are then formed for each side by
summing over all categories the product of the number of resources in that category times

the score given to the resources in that category. A quantitative comparison of the two

forces is then calculated as a (real-valued) function of these force strengths and, perhaps, of

exogenous input parameters. In particular, such force comparison functions depend on the

number and effectiveness of the weapons in the forces only through these force strengths.

The most common such force comparison measure is simply the ratio of force

strengths, i.e., the force ratio based on these force strengths. Another force comparison

measure is the estimated average distance that the forces would move in some time period,
which is frequently calculated as a non-linear function of force ratio and other parameters

3 (such as posture and terrain). Maiy other force comparison measures are possible and, as

discussed below, several others are available in COMBAT.

3 Accordingly, if a quantitative comparison of the forces on two opposing sides is

desired, then it is reasonable to consider the following questions. First, should the

structure posed above be followed, or should some other structure be used? Second, if this

structure is to be followed, how should the resources be partitioned into categories? In

particular, which resources should be put into the category that is, by assumption, assigned

a score of zero (e.g., which are not going to be explicitly addressed), and how should the

resources to be explicitly addressed be grouped into types? Third, how should the scores

t I-
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for the resources in each Type be calculated? Finally, how should the resulting force I
strengths be combined to form a comparative measure of the effectiveness of these forces?

Obtaining definitive answers to all of these questions is beyond the scope of this
paper.

A quick but useful answer to the first question is as follows. If at all possible, this

structure should be used only in conjunction with a dynamic model of combat. In the past,

dynamic models of combat tended to be very complex, and took a long time to run on large I
and relatively inaccessible computers. Hence, there was a practical need for quantitative
alternatives to evaluating forces using dynamic models. Now, however, dynamic combat 3
models that range from being relatively simple to being somewhat complex can be run very
quickly on very accessible personal computers (as well as on computers accessible through 5
terminals). Thus, important aspects concerning the dynamics of combat, many of which
simply cannot be adequately addressed using only numbers of weapons and weapons
scores, can now be relatively easily addressed using dynamic models. Weapons scores
and force comparison measures remain important, but in a different role; namely, to help

assess the results of dynamic models.

A quick answer to the second question is as follows. As always, there are (in

general) too many variations in resources to group only those resources that are absolutely

identical to each other into the same type, and to consider all resulting possible types.

However, modern computers allow the practical consideration of more types than I
previously could be addressed, and changes in these types can be made more easily and
quickly. Accordingly, decisions here will still be required, and these decisions will still be I
somewhat hard to make, but they can be made at a wore fine-grained level and hence be
relatively less important than before. That is, given the capabilities of modem computers, it 3
seems better to initially err on the side of considering too many different types of resources
rather than too few, and then (perhaps) to cut down on the number of types being I
considered over the course of a study, where some resources may be more finely grouped
into types than others, depending on the issues being studied. 3

This paper presents several alternative answers to the third question (how should

scores be, calculated) and fourth question (how should force comparisons be addressed)

posed above. However, this paper does not recommend any one particular method over a
the others. As indicated above, COMBAT can be used as a tool for investigating the
properties and suitability of each of these alternative methods.

[U-2 3
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I

I B. NOTATION

Given the general structure posed above, suppose that it has been decided to group

the resources on each of two sid's into one of three general categories: those resources not
being explicitly considered,' weapons systems whose full lethality and vulnerability are to3 be directly addressed, and (optionally) weapons systems whose lethality is to be considered

but whose vulnerability is not to be addressed.

3 The reason for this third category of weapons systems is as follows. Several

dynamic models use scores for ground weapons in ground-to-ground combat and for3 aircraft (on close air support missions) attacking enemy ground weapons, but not for any

other missions for aircraft. IL_ these models, all relevant interactions for ground weaponsB are fully considered in their ground combat portion, but only the lethality of aircraft against
ground weapons is considered there. The vulnerability of these aircraft to enemy air base

attacks, enemy defensive aircraft, and enemy surface-to-air missiles (SAMs) and
antiaircraft artillery (AAA) is considered separately in the air combat portion of these
models. Accordingly, for these (and similar) models, scores are needed for systems in

3 both of the latter two categories described just above.

COMBAT assumes that there is at least one type of weapon in the second category

(full consideration of lethality and vulnerability), but there need not be any in the third
category. The discussion below initially assumes that all of the weapons systems being3 considered belong to this second category. Later in this chapter, additional notation and
calculations concerning systems in the third category (if any) will be discussed.

5 Let the two sides be denoted by side I and side 2, and assume that all of the (fully
interacting) weapons systems being considered on side s have been partitioned into N3

I types, where s = 1,2 and N3 > 0 for both s. Consider the following notation:

Wsi = the number of weapons of type i on side s, where i = 1,NS and s =

1,2.2

I

i For the ourpose of this paper, this category will include all resources that are no( weapons systems
capable of inflicting attrition on the enemy.

2 The notation i -, 1 will be used interchangeably with i = l_... throughout this paper.
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I? the average number of engagements per time period (or per unit tine)I

made by a weapon of type i c n side s (against all enemy weapons),

where i = 1,NS and s = 1,2.

P. the probability of kill peI engagement by a weapon of type i on sides s

when that weapon is engaging an enemy weapon of type j, where i =

1,NS, 1,Ns', s = 1,2, &nd s' - 3-s. I
A: For each allocation method a (the range of a is described in Chapter [a 3

Section A.2), A is a set of input parameters used in conjunction with

W, E, and P to calculate allocations of fire. (Specifications for A willI

be discussed in Chapter M and IV.)

: For each aUocafon method a. is a function that maps W, E, P, and 3
A into the average fraction of engagements (Lea, the allocation of fire)
that weapons of type i on side s make against enemy weapons of type j 3
(out of all of the engagements made by those type-i weapons), whern i
a 1,Nsj- = 1,N", s - 1,2, and s'= 3--s. (Various formulas for Fa will I
be discussed in Chapters M and IV.)

A S ' A..(a) - F'(WEPA), where i - 1,N3, j = Ns', s , 1,2, and s'

3-s.

Ks. •#- E iij., where t - 1,Ns, j , Ns', s - 1,2, and s, 3--s. M ius, K1."L I I
gives a measure of the capability of an average weapon of type i on

side s to kill enemy weapons of type j.)

h = the index of the type of weapon on side 1 whose score will be set to

1.0 (i.e., h is used to scale weapons scores), where h v (1,....Ne .

G vsi For each scoring method v (the range of v will be discussed below),

Gvs is a function that maps W, K, and h into a (static) score for

weapons of type i on side s, where i - 1,`4 and s - 1,2. 3

I
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- V.(v) - Gvs(W,K,h), where i = 1,Ns and s = 1,2. Thus, for each scoring

5 method v, V.(v) is the score for weapons of type i on side s.

As indicated above, Chapters I and IV consider alternative (explicit) specifications£ for the function F. This chapter considers alternative implicit specifications for the function

G. These spe-'ifications are implicit in that, for each v other than v = 2, for each i from 1 to3i Ns, and for both s, Vs(v) is defined in terms of W, K, h, and V(v). Thus, this structure

results in at least N1 + N2 equations with at least N1 + N2 unknowns, where the given3 parameters are denoted by W, K, and h, and N 1 + N2 of the unknowns are denoted by:

V1 (v),...,V I,(v), V 2 (v)'...,V 2
2(V)3 N I N

(An essentially equivalent comment applies when v = 2..) If the matrix given by the matrix

I . product of K1 times K2 is irreducible, then a unique solution for V(1) is known to exist.
Solutions may or may not exist and (if they exist) may or may not be unique for the other

values of v. Subject to numerical stability, COMBAT will find a solution for the v = I

case, which will be the unique solution if the aforementioned product matrix is irreducible.

For the other cases, COMBAT attempts to iterate to some solution, and it will display

warning messages if no solution is found. COMBAT does not address whether any
solution it finds is unique or not.

I Note that V is defined in terms of W, K, and h, and that the notation above gives

one particular definition for K. It is important to note that several other reasonable3 definitions for K exist. For example, K could be defined to be a different function of E, A,

and P (and, perhaps, of other parameters), and to be a direct function of W (instead of only3 implicitly depending on W through A). Such alter. Ave functions could be obtained by

taking partial derivatives with respect to the number of shooting weapons (of type i on side3 s) of an attrition equation that calculates the number of target weapons (of type j on side s')

killed as a function of W, E, A, P, and then evaluating those partial derivatives at the force
sizes in question. Using different attrition equations would yield different definitions forI K; several different attrition equations that could be considered are presented in Chapter V
below. COMBAT has not (yet) been coded to allow investigation of alternative definitions

n for K--the current COMBAT computer program allows only the definition for K indicated

in the notation above. Future research could examine the impact of alternative definitions

for K. See Reference (29] for a discussion of some initial work in this area. The
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remainder of this chapter assumes only that K has been specified in some manner, and it I
discusses alternative functional forms for mapping (W,K,h) to V.

C. ALTERNATIVE METHODS FOR CALCULATING WEAPONS SCORES

All but one of the scoring methods described below (i.e., all but the antipetential 5
potential method discussed in Section 1) make use of the quantity WS. Ke. / Ws' when

W3' > 0. Accordingly, it is useful to define k• as 
I

J

•s 1., J l j

Iij
otherwise,

for i = 1,N's, j - 1,Ns', s = 1,2, and s' = 3-s. Just as K. gives a rate at which one weapon
A S

of type i on side s is killing (all) type-j weapons on side s', Kij gives a rate at which each

typc-j weapon on side s' is being killed by (all) weapons of type i on side s.

1. Antipotential Potential

The antipotential potential (APP) method for calculating weapons scores assumes 3
that these scores (denoted by Vs(1) for i - I to N3 and s 1 and 2) arust satisfy the general

ivlationship that I

VI(1) -- Ks. Vj(l) i= l,NS, s = 1,2, s' = 3-s,i &1ii J I
for some 3 (J is calculated along with the weapons scores), and that V (1) must satisfy the3

scaling relationship that V,(1) 1. a
The basic idea behind this general relationship is that the value of a type-i weapon m

on side s, Vi(1), should be proportional to the sum over j of the rate at which that weapon

11-6 3
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is killing enemy weapons of type j, K3j, times the value of a type-j enemy weapon, J

wheie the proportionality factor, P3, is independent of weapon type and side.

Antipotential potential is discussed further in Appendix A (see also the references of3 that appen ix and Section B of Reference (27]), and is used in various ways ia IDAGAM,

INBATIM, TACWAR, JCS FPM, and IDAPLAN, all of which are dynamic theater-level

3 models of ground and air combat.

One characteristic of APP is that if two different types of weapons systems have

identical capabilities to kill enemy weapons then they will receive the same APP score, no

matter whether one is more vulnerable than the other. This characteristic may not be a

meaningful flaw when APP is used inside of a dynamic model, but it could be a serious

flaw if APP is to be used as a stand-alone measure. The other four methods described

below for calculating weapons scores were developed (in part) to alleviate this potential

flaw, and (in particular) none of them have this c-aracteristic. As indicated above, all four

of these alternative methods below make use of the array 1k, which APP does not use.

Accordingly, APP is the only method for calculating weapon scores presented here that,

given K, does not depend on W. (Note, however, that K depends on A which, in general,

depends on W.)

2. Antipotential Potential with Vulnerability

The antipotential potential with vulnerability (APPVUL) method is, in some senses,

the closest of these four other methods to APP. One sense in which it is close to APP is

that the scaling assumption used in APPVUL requires that the force ratio produced by

APPVUL be equal to that produced by APP. That is, for i = 1,Ns and s = 1,2, let V'(l)

give the weapons scores produced by APP as described above, and set

R(1) _ l j

II
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For i - 1,N and s - 1,2, let Vs(2) give the weapons scores produced by APPVJL. Then I
the APPVUL method requires that those scores be scaled so that R(2) = R(1), where

N2 2

R(2)= 1 WV(2)

Nt

i~W! V1 (2)-

However, even with this scaling, Vi(2) could be quite different from V.(1) for any or all i 3
(1 < i • Ns) for both s (s - 1,2).

The APPVUL method is also close to APP in the sense that APPVUL requires that

the APP scores. Vi(1), be calculated and directly used as part of the calculation of the 3
APP VUL scores V~(2).

Finally, the APPVUL method is close to APP in the following somewhat abstract
sense. If one looks at APP as measuring lethality, as opposed to measuring total 3
capability, then APP says that the lethality of a weapon is proportional to the rate at which it
could kill enemy weapons times the lethality of those enemy weapons. APPVUL takes this 3
asr.,mption and combines it with a measure of reluive invulnerability, where the relative

invulnerability of a weapon is assumed to be inversely proportional to the rate at which it

could be killed by enemy weapons times the relative invulnerability of those enemy I
weapons. The overall APPVUL score is then assumed to be the geometric mean of the
lethality (i.e., the APP) score and this relative invulnerability score. I

In pa.rticular, for i = 1,N2 and s = 1,2, let ýi denote this relative invulnerability 3
score. Then APPVUL assumes that these scores must satisfy the general relationship that

I ASkU>

N. -1 3ik

0 otherwise,
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(for some as) for i = 1,N3, s = 1,2, and s' = 3-s, and must satisfy the scaling3 relationship that

0h=1.

However; two scaling assumptions are required (essentially to determine both al and (12),

3 and the second scaling assumption is constructed as follows. For i = 1,Ns and s = 1,2, let

Vs be a (non-negative) solution to

f -1

jj= J J,

3 0 otherwise,

where

.1 J A j =I J jh

0 otherwise

3 andy 2 =1. Note that this definition of y1 gives that

1
h -1

if Y1 • 0. ( If yl = 0, then a different value for the input h should be selected.) Setting y2 =

1 is clearly arbitrary, and is done only to obtain preliminary values which can then be

scaled so that R(2) = R(1), where R(2) and R(1) are the force ratios defined above. In

particular, let

I
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N' L,•I •N~WYV(I) _ Y'V(1)I

=ii J 4JJ i-I B
r Nfl2LR(1)iji VJV(J) /i~ i~ ~ l

where V(1) is the APP weak~ons score and 9 satisfies the relationships stated just above.

T'hen the final values for the relative invulnerabilities, denoted by 4 above, are determined

by setting m

¢1 •ii =I,N1

and

02 2 i 1,N2 .

The overall APPVUL weapons scores are then computed as the geometric mean of

the APP score and Q. That is, if V(l) is the APP score and V(2) denotes the APPVUL 3
score, then

(2) = (1) 5
for i - ,N$ and s = 1,2. Note hiat V 1,= and so h' = 1. Thus, since

=I and V1(1) =1, it follows that V (2) 1. 3
The basic id:a behind the APPVUL method for calculating weapons scores was

proposed in the appendix to Chapter II of [1]. The rationale behind this idea is as follows. m
Since Ke. gives the rate at which a type-i weapon on side s is being killed by tvpe-j enemy

weapons,

1
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gives a measure of the overall vulnerability of those type-i weapons, where the factor s. is

appJl;d to the killing capability of enemy weapons of type j to represent that it is worse to
be vulnerable to a relatively invulnerable enemy weapon than it is to be vulnerable to a

relatively vulnerable one. Accordingly, if the sum above is a measure of relative

vuln-erability of type-i weapons on side s, thens S,
ý. k'J

I ~is a measure of the relative invulnerability of those weapons, which leads to the general
relationship concerning invulnerability scores stated above.

3. Potential Exchange Potential

3 The potential exchange potential (PEXPOT) method for computing weapons scores

was also proposed in the appendix to Chapter II of [1], and also uses I1 to add vulnerability

considerations to APP. However, it is structurally quite different from APPVUL. In
particular, PEXPOT combines lethality and vulnerability into one relationship as follows.3 PEMPOT esseidally assumes that the score of a weapon is proportional to the rate at which

that weapon can kill enemy score divided by the rate at which enemy weapons can kill the5 (friendly) score contributed by that wý:apon. In particular, if Vi(3) denotes the PEXPOT

score for weapons of type i on side s, then the PEXPOT approach assumes that V(3) must

3 satisfy the general relationship that

1vj(3) W K. V"(3)

iI 1z"~i V5(3)

I j'-I I

for some J0, for i 1,NS, s = 1,2, and s'= 3-s, and Vl(3) miust satisfy the scaling

relationship thatI
3 II- 11
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V 1(3) =1 L

(Note that the general relationship just above can be rewritten as

p(V = (3K Vs-(3) / t

for i - 1,N3, s - 1,2, and s' - 3-s.)

4. Lethality/Vulnerability Potential

The lethality/vulnerability potential (LEVPOT) method for computing weapons 3
scores is a new scoring method that attempts to combine selected aspects of the APPVUL

and PEXPOT methods. In particular, LEVPOT takes from PEXPOT the idea that weapons 3
scores that consider both lethality and vulnerability can be calculated using only one general
relationship by assuming that each such score is proportional to a ratio of terms. (In 3
conutst APPVUL computes such scores at a mean of the results from two scparate
relationships.) LEVPOT takes from APPVUL the idea that or-, of the terms in this ratio

should measure the lethality but be independent of the vulnerability of the weapon in

question, while the other term should measure the vulnerability but be independent of the
lethality of that weapon. Note that PEXPOT does not have this property. In particular, U
while the numerator of the PEXPOT ratio,

n!(3)- I eij V ,I j-aI J

des measure the lethality of weapons of type i on side s independently of their
vulnerability, the denominator, 3

d (3) ks.(3)
j-I J' I

does not measure their vulnerability independently of their lethality. For example, if

weapons of types i and i' on side s are such that

S SK.U = K. U
for all j (so these weapons have equal lethality), then ns(3) = nS,(3). However, even if
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3 for all j (so these weapons have equal vulnerability), ds(3) # ds,(3) in general. Thus,

PEXPOT does not give a lethality-to-vulnerability ratio.

LEVPOT does give such a ratio. Since the numerator for PEXPOT does measure
lethality independently of vulnerability, the numerator for LEVPOT is the same as that for

PEXPOT. Indeed, note that this numerator is the same as the right side of the basic
antipotential potential equation given in Section 1, above. The denominator for LEVPOT3 differs from that of PEXPOT in two ways.

3 First, the Vs factor is removed. It is this factor that causes the denominator of

PEXPOT to depend on the lethality of the weapon type being measured. This change alone3 would produce a lethality-to-vulnerability ratio; however, a second change is also made.

The APPVUL method assumed that it is worse to be vulnerable to a relatively3 invulnerable enemy wea,-cn than it is to be vulnerable to an enemy weapon that is itself
relatively vulnerable. In the APPVUL notation of Section 2, this assumption was

3 formulated as
SS IIs AS' A 5SS = 1l/ = V. K..,

I J j I

assuming that the denominator is greater than zero. That is, kli is weighted by V.. The

analogous structure here is to wcxght k i by Vs', which is the second difference between the
ji J

denominator in PEXPOT and that in LEVPOT.

Putting these two changes together gives that the denominator used by LEVPOT is:

S S' f

d d'(5) 1Z -. V",(5)I j'= l J*1 J

i as opposed to the denominator of PEXPOT:
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d (3) V(3)I
*|= ' I

j'--1 it

(The reason for indexing LEVPOT by 5 instead of 4 will be exphlined in Section 5 below.) 1
As stated above, the numerator in LEVPOT is the same as that in PEXPOT. Thus,

if Vi(5) denotes the LEVPOT score for weapons of type i on side s, then the LEVPOT

approach assumes that V(5) must satisfy the general relationship that

= KS V"(5)

j.1'- JtI 
S V ý 5

for some P3, for i = 1,NS, s = 1,2, and s' 3-s, and Vl1(5) must satisfy the scaling 3
relationship that

V 1(5) 1.U

5. Dynamic PotentialI

The dynamic potential (DYNPOT) method for computing weapons scores is a ncw
scoring method that was intended to be based on a different approach than APPVUL, I
PEXPOT, or LEVPOT. However, while the basic assumptions behind DYNPOT are quite
different than the assumptions behind the other methods, it turns out that algebraic 5
manipulation reduces DYNPOT to a compromise between PEXPOT and LEVPOT.

The basic assumptions behind DYNPOT are as follows. DYNPOT assumes that I
the basic flaw in the APP approach is that APP computes an instantaneous score for a
weapon, but not a long-run score. DYNPOT further assumes the following: (1) A
reasonable score can i. ..)mputed by assuming that the long-run score of a weapon at the

start of combat equals the instantaneous (short-run) score achieved by that weapon plus a 3
measure of the likelihood that the weapon survives the short-run times the long-run score

for that weapon from then on in that combat. (2) The APP method gives a reasonable

formula for computing the short-run score. (3) A reasonable measure of the likelihood that
a weapon of type i on side s survives in the short run is given by

11-14 3
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for some P3 > 0, where s' = 3-s. (4) The long-run score of a weapon does not change over

time, so that the long-ruwi score of a weapon measured at the start of combat equals the

long-run score for that weapon measured after short-run attrition has been considered. In3 short, DYNPOT assumes that

(long-run score) = (short-run score) +

o sn (likelihood of surviving the short run) x (long-run score)

I In the notation introduced here, if Vi(4) denotes the DYNPOT score for weapons of

type i on side s, then the assumptions listed above mean that V(4) must satisfy the general
Srelationship that V(4= K.

I ~~~~~V'(4) Kj- , K~jV(4,)+ A1j, W l 's:'V(4)

3 j= 'i J j

for some P3, for all i = 1,Ns, and for s = 1,2. As in the other methods, the scaling

I ~ assumptioni that

hV h(4 ) = 1

is also made.

Note that r'arranging terms in the general relationship just above gives that

3 •' KS.V"(4)

P3VS(4) j ,

j ' = 1  i' i

For comparison, the corresponding PEXPOT relationship is

I
U

I 
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Ks.Vs (3)IPV:(3) = ý = I. Ij j ,

j'-1 I I

while the corresponding LEVPOT relationship is I

le KV"(5)S ,% j

Thus, applying the first of the two changes discussed above for converting PEXPOT to I
LEVPOT converts PEXPOT to DYNTPOT, then applying the second change to DYNPOT

converts DYNPOT to LEVPOT. 3
This positioning of DYNPOT between PEXPOT and LEVPOT is the reason for

indexing DYNPOT between PEXPOT and LEVPOT. Given that APP is indexed by 1, 3
APPVUL by 2, and PEXPOT by 3, this means that DYNPOT should be indexed by 4 and
LEVPOT indexed by 5. This comparison between DYNPOT and LEVPOT is also 3
interesting because it points out a possibly important distinction between them. This
distinction is that a weapon might be vulnerable only to enemy weapons which are 3
themselves quite vulnerable. Such a weapon might receive a low DYNPOT score, but not

necessarily a low LEVPOT score. g
6. Rescaling

Each of the five methods for calculating weapons scores as discussed above has the 3
property that these scores have been scaled so that weapon type h on side I receives a score

of 1.0, where h is an input to the method. Once calculated, any of these scores could be 3
rescaled in any (appropriate) manner.

One potential problem with the scaling used above is as follows. Suppose two 3
cases are being analyzed using weapons scores. Suppose that h = 1 and that weapons of

type 2 on side 1 are expected to receive a much lower score in the second case than in the 3
first, but it is not known what the impact will be on weapons of type I on side 1. Suppose
it turns out that weapons of type I are also worse in the second case than in the first and 3
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that the relative decrease is even greater for weapons of type 1 than for those of type 2.
Then the scaling structure presented above would reflect this situation by retaining a score

of 1.0 for weapons of type 1 on side 1 in both cases (since h = 1), by returning a slightly
higher score for weapons of type 2 in the second case than in the first case, and by

returning much higher scores for other types of weapons in the second case than in the
first. Thus, if one is not careful to look at scores relative to all other weapons, it appears as
if the score of weapons of type 2 went up (going from case 1 to case 2) when it should
have gone down. In fact, it did go up relative to the scaling weapon (type 1) but not

relative to all weapons.

To alleviate this potential problem, COMBAT can rescale all scores so that the score

of the average weapon is 1.0. That is, if the scores as calculated above are given by Vi(v),

where Vh(v) = 1, COMBAT can compute the total number of weapons t, where

s= WS 1

it can compute a scale factor cz(v), where

£a(v) = i~ iý VS(v)W/ ts Ilis I

and it can compute rescaled scores Vi(v) as

.V. (v) = V(V)/ (v)

for i = 1,Ns, s = 1,2. Note that, with this scaling, the overall average weapons score,

2 r .

must equal 1.0.

I). AIRCRAFT

Combat aircraft can be addressed in one of two ways in COMBAT. One way is to
consider them as composing one or more of the types of weapons systems contained in the
Ns types of fully interacting systems being considered. The other way is to consider only
ground (CAS) attack aircraft and to consider only the lethality of these aircraft against

ground forces. These two approaches are described in the two sections below.
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1. The Consideration of Combat Aircraft as Fully Interacting Weapons
Systems

In order to consider combat aircraft as composing one or more of the types of 3
weapons systems contained in the Ns types of fully interacting systems being considered

for side s, the aircraft must be grouped into types where these types are distinguished both
by (possible) differences in air frames and (always) by differences in missions.

For example, suppose that side 1 has 200 F15s, 300 Fl6s, and 100 AlOs. 3
Suppose that 100 F15s are assigned to fly escort missions and 100 are assigned to fly
defensive missions. Suppose that 100 Fl6s are assigned to fly escort missions, 100 to fly
defensive missions, and 100 to fly ground attack missions; and suppose that all 100 A1Os
fly ground attack missions. Then, as one example, side I could be considered as having

200 escort aircraft which are a mix of F15s and Fl6s, '00 defense aircraft which are all I
F15s, 100 defense aircraft which are all Fl6s, 100 ground attack aircraft which are all
Fl6s, and 100 ground attack aircraft which are all A10s, for a total of 5 types of aircraft.
Splitting the escort aircraft into F15s and Fl6s would yield 6 types, which is the maximum
reasonable number of types in this example. Alternatively, combining all the defenders into 3
one type and all the attackers into another would yield 3 types of aircraft (escort aircraft,
defensive aircraft, and ground attack aircraft), which would be the minimum number of 3
types possible in this example since each distinct mission being a( tressed must have
associated with it at least one type of aircraft.

The important point here is that, for aircraft, "type" must distinguish different
missions as well as (optionally) distinguishing different air frames. The impact of this

structure on using COMBAT as a dynamic model of combat will be discussed further in I
Chapter VI, below.

2. The Consideration of Ground Attack Aircraft as Non-Vulnerable
Weapons Systems 3

As discussed above, large combat models are frequently composed of various
portions and, in some cases, the vulnerabilities of some weapons systems (such as ground 3
attack aircraft) are considered in one portion while major aspects of their lethality (e.g.,

their lethality against ground weapons) are considered in another portion. In these cases,

scores are frequently needed for the non-vulnerable weapons (e.g., attack aircraft) to be 3
used in conjunction with the scores of the fully interacting weapons (e.g., ground

Iwweapons) to determine overall output measures of effectiveness, such as force ratios and
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I ground movement (and, perhaps, to help determine tactical decisions and/or other aspects
of the combat being modeled).

Of course, one way to obtain such scores is to consider all combat aircraft and all of
their missions and just extract the needed scores as appropriate. However, this approach

requires significantly more data and could be difficult to implement if the required
additional data were not available in a sufficiently consistent form to compute these3 weapons systems scores.

An alternative approach for developing scores for use in such large combat models
is to consider only those aircraft assigned to ground attack missions and to consider these

aircraft as being "non-vulnerable" in that their vulnerability is to be considered elsewhere in
the combat model. COMBAT can (optionally) consider such non-vulnerable weapons

systems as follows.

1 .a. Additional Notation for Non-Vulnerable Weapons Systems

Parti6ular models might consider weapons systems other than aircraft (such as
long-range artillery) as being non-vulnerable in the sense described above, or they might

consider only a subset of combat aircraft to be non-vulnerable in this sense. The notation
below and the COMBAT computer program can easily handle such cases. For ease of
discussion only, the term "aircraft" will be used interchangeably with the term "non-
vulnerable weapons systems" in the remainder of this chapter, Thus, in the following

discussion, "aiicraft" is understood to include all types of non-vulnerable weapons systems5 and to exclude all combat aircraft being considered as part of the Ns types of fully
interacting weapons systems on side s.

3 Assume that the aircraft (i.e., non-vulnerable weapons systems) to be considered
on side s have been partitioned into lis types, s = 1,2. Unlike Ns, COMBAT allows 1Ns to
equal zero. If D1 = N2 = 0, no non-vulnerable systems are to be considered, COMBAT

does not expect or accept any of the data denoted below, and all calculations concerning

non-vulnerable systems are skipped. If either N1 or D[2 is positive, COMBAT expects the

other to be positive also; however, the number of non-vulnerable systems on either side
(denoted below by -. ) can be zero. For the remainder of this section and in Section b,

I below, assume that N1 and NL2 are positive.

Consider the following notation.

S= the number of aircraft of type ion sides, where i = 1,Ns and s 1,2,
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I
= the average number of engagements per time period (or per unit time) 3

made by an aircraft of type i on side s (against all vulnerable enemy

weapons), where i = 1,Ns and s = 1,2. 3
E~j = the probability of kill per engagement by an aircraft of type i when that

aircraft is engaging an enemy weapon of type j, where i = 1,jis, j =

1,Ns', s = 1,2, and s' = 3-s.

A = a set of input parameters used in conjunction F,, P, W, E, and P to

calculate allocations of fire. (Specifications for A will be discussed in 3
Chapter III.)

4'j: For each a (the range of a is discussed in Chapter IM), Kj is a function

that maps F, P, W, E, P, and & into the average fraction of

engagements (i.e., the allocation of fire) that aircraft of type i on side s

make against enemy weapons of type j (out of all of the engagements

made by those type-i aircraft), where i = 1,s, j = 1,Ns', s = 1,2, and

s' = 3--s. (Various formulas for Ea will be discussed in Chapter III.)

A. = At(a) - .j W, E, P, A), where i = 1,is, j= 1,NS', s = 1,2, and 3
s' - 3-s.

Kuj M A j, where i = 1,.s, j - 1,Ns', s = 1,2, and s' = 3-s.

.(v) = the lethality score, as calculated using scoring method v, for aircraft of m

type i on side s, where i -= 1ds and s = 1,2.

b. The Calculation of Lethality Scores for Non-Vulnerable Weapons 3
Systems

Note that, except for PEXPOT, each of the scoring methods described in Section C I
above use the term

K!, VS'(v)Ujin 1't

to directly measure the lethality of weapons of type i on side s, and that PEXPOT also uses I
this term in the numerator of its general scoring relationship (as a partial measure of this

1
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lethality). Thus, a consistent approach to measure the lethality of aircraft is to assume that
(v) is proportional to the term

S s (v) ,!ýj F J

where V (v) is the score for weapons of type j on side s' as calculated using scoring
J

method v by considering only fully interacting weapons in that scoring method, where i =

1,Ns, s = 1,2, and s' = 3-s.

Except for APPVUL, each of the scoring methods described in Section C above
computes a proportionality factor, denoted by 03 in each of the corresponding subsections
of Section C. Since these 13s are, in general, not equal to each other, let v index 13 here.
Thus 13(v) corresponds to the value of 13 that would be computed by scoring method v for v

3 1, 3, A, and 5. APPVUL computes several proportionality factors, but one, which must
equal 13(1), is used to scale lethality. Thus, setting 13(2) = 13(1) gives a reasonable value of
13 for APPVUL.

Using these scaling factors, X(v) can be directly computed by the formula

(v) = '\j, i v (v)

for all scoring methods v, for i = 1ls, s 1,2, and s' = 3-s.

Rescaled aircraft scores can be calculated using the same rescaling factors, a(v),
defined in Section C.6 above. Using these factors, rescaled aircraft scores for scoring
method v, 2(v), are calculated by the formula

¾(v) = Yf(v) / WtV)
where i = I &[s and s = 1,2. Note that, with this rescaling, the overall average weapons
score not including aircraft remains at 1.0. However, since the reason for considering
rescaling described in Section C.6 cannot occur here, this structure is completely consistent

with the rationale underlying that section.
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E. ALTERNATIVE MEASURES FOR COMPARING FORCES

1. Background 3
As indicated above, static comparisons of two opposing forces are frequently

formed in the following fashion. First, the resources in each force are grouped into types,
then scores are assigned to resources by these types, and force strengths are calculated as

Ss = i/s~ WS

where Ns is the number of types of resources in the force belonging to side s, WS is the 3
number of resources of type i in that force, V, is the score assigned to each resource of typeI

i in that force, and Ss is the resulting force strength of side s. (Of course, other methods 3
exist for calculating Ss as a function of V .,WN,.. One such set of methods,

with particular applicability to PEXPOT, LEVPOT, and DYNPOT, is discussed in 3
Appendix E.) Given SI and S2 , a force ratio R can be calculated as R = S2/S1, and the
force ratio R-1 can be calculated as R-1 = SI/S 2 . This st, vcture applies to simple "bean
counts" as well as to more complex approaches that utilize the methods suggested in
Section C above. For example, one way to picture a "bean count" of tanks is as follows.

N1 = N2 = 2, a resource is of type 1 if it is to be called a tank, and it is of type 2 otherwise,
so that Ws gives the number of resources that are to be called tanks on side s while

gives the number of all of the other resources on side s. Then, setting
V f 1.0 and Vs = 0.0 gives force strengths and force ratios according to a "bean-count" of

tanks.

Dynamic comparison of two opposing forces are frequently constructed in an 3
analogous fashion. For example, suppose that T time periods are to be considered, let Wt

denote the number of resources at the (start or) end of time period t, and le t denote thI 3
score of resources of type i during time period t. Assuming that attrition is occurring, Ws.

will not be constant with respect to t. Whether or not attrition is occurring, Vi could be 3
assumed to be constant (with respect to t) by being calculated using average or typical force
effectiveness parameters, or V could depend on t by being recalculated each time period. 3
In either case, the resulting force strength,
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5 will depend on t since W:i depends on t. An overall dynamic comparison of two forces can

1 2 12
then be calculated as f(gl(S 1,S 1 ) ..... gT(S2,S)) for suitably defined functions f and gj

I through gT. For simplicity, assume that f(xl,...,XT) = X1 + ... + XT and that gl(x,y) =

f gT(x,y) = g(xy)--these are commonly made assumptions, and COMBAT makes these
assumptions. Then this overall dynamic comparison reduces to

± 2 t

In this form, the static force ratio measure discussed above is the special case of this

dynamic measure in which T = 1 and g(x,y) is either x/y or y/x. Note, however, that
setting g(x,y) equal to x/y or to y/x does not make sense if T Z 2. For cxamrnple, if side 13 were twice as strong as side 2 on day 1, and if side 2 were twice as strong as side I on day
2, then a reasonable net comparison of these forces might be somewhere near equality, not

near 21. Dynamic models of combat frequently address this modeling issue by setting

g(S' ,St) to be an estimate of the average distance that the opposing forces would move

- during time period t when the strengths of these forces are given by St and St

respectively.

COMBAT does not attempt to directly estimate the movement of forces. Instead,
COMBAT provides several other alternative specifications for the function denoted by g

above.

3 2. Structure

First it should be noted that, for each time period being considered, COMBAT3 computes and displays both

S(V) /SIS(v) arid S I(V) /IS 2(v)

where Ss(v) is the force strength calculated using scoring method v, i.e.,

S S(v) i V1 y(N.) W,.

3 However, essentially for the reasons discussed above, COMBAT does not compute
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Is'(v)/S,(V)

for gny t (greater than one), nor does it compute the sum of the inverses of these ratios. 3
Instead, COMBAT computes and displays both

(m)(St (V), S 2(v))

and

£g(m)(S,(v), S2(v)) I
for all t Erm 1 through T for certain functions g(m). These g(m) are all of the form

-x~y) cI(x,y) > 0

(•)(xY) - m(x,y) = 0, x = 0, y > 0

), - m(x,y)=0, x>0, y-0

to otherwise,
where m(x.y) is a mean of x and y. (The COMBAT computer code uses 109 for + and I
-109 for - .. )

3. Means

Let the interval [0,c,) be denoted by R+, and let m denote a function that maps R1+ 1
x R+ --* R+. Then m is called a (two-variable) mean if and only if m satisfies the
following four properties for all x and y in Rt. 3

(1) Mean Property: min(x,y) • m(x,y) S max(x,y).

(2) Symmetry: m(x,y) - m(y,x).

(3) Homogeneity: m(cx,cy) - cm(x,y) for all c in R+.

(4) Monotonicity: If u Ž x and v Ž y then m(u,v) Ž m(x,y).

SSome typical examples of such means are as follows. The arithmetic mean is given
byI

ma(x,y) = (x + y) /2. I
The geometric mean is given by

I1
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Img(xy)- "

The hannonic mean is given by

1 1/ ((l/x +I/y)/2)
mh(x,y) =

0 otherwise,

f2xy/(x+ y) x >0, Y >O

0 otherwise.

The logarithmic mean is given by

3(y -x)/Iln(y/x) x >0, Y>0, X y
ML(x,y) = x = y{ otherwise.

Further, note that

I mn(x,y) =min(xy)

mx(x,y) max(x,y)

3 are also means according to this definition.

Means can be classified in several different ways. Of some interest here is whether

these means satisfy the

Null Property: lim m(x,y) = 0 for all y in R+,

and whether they satisfy the X10

Bounded Property: lim m(x,y) < ,- for all y in IR+.

For the six means listed above, the following taxonomy holds.

II
I
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Bounded Non-bounded 3
Nuli minimum (mn) geometric (mg)

- harmonic (mh) logarithmic (ml)

Non-null aritlinetic (ma)
maximum (mX)

Note also that 3
mn(x,y) <S mh(x,y) <S mg(x,y) <: mt(x,y) < ma(x,y) < mx(x,y)

for all x and y in R+, and that all of these inequalities are strict if x > 0, y > 0, and x 0 y. 3
4. Measures I

If y is constant and strictly positive then, as x$0,

and y -x 1

g )m(xy)

whereas
gn(X,y)_ -_mn(X'Y) ' X

gh~'Y)mh(x'Y)'I

gh(x,y) = y--_ an

mg(x,y) '

g(x,y) = (x,y)

all diverge to infinity. Note also that the same limits apply as y -- if x is constant and 3
strictly positive. Thus, only the latter four of these six measures have the property that, as
one of the forces being considered becomes much smaller than the other (and the other 3
remains relatively stable), then the comparative measure of these forces grows without

bound. Further, only the latter four of these six measures have the property that, as one of

the forces being considered grows much larger than the other (and the other remains
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_' relatively stable), then the comparative measure of these forces also grows without bound.

There may be special cases for which one does not want either or both of these properties
to hold. In addition, there certainly are many means (i.e., functions from R+ x R+ to IR.

satisfying the mean, symtmetry, homogeneity, and monotonicity properties listed above)

3 other than the examples given here (see, for example, [21), and measures based on these

other means may or may not have one or both of these properties. However, for the time

being, COMBAT considers only the latter fcur measures listed above. Accordingly,

COMBAT computes and displays:

Z'S1 (VS2 4v)) 1SI() 2 (

1 2 4. 1 2g.((S (v), S(v)) I g(s(v), S(v)),

1 2 1 2

3 for all t from 1 through T, where gn, gh, gg, and gj are as defined above.

5 5. References

The structure used here is based on the research reported in References [3] and [4].
Reference [3] considers the general problem of measuring the relative difference of two

quantities, it introduces the general form

i g(m)(X,y) = _y -x,
m(x,y)

for measuring this relative difference, it lists a host of such measures (including all those3 discussed above), and it recommends using the logarithmic measure denoted by

g/(x,y) = y -
S~m 1(x,y)

above.

3 As an aside, it should be noted that [3] docs not use the same definition for a two-

variable mean as that given here. In particular, [31 keeps the mean, symmetry, and

homogeneity properties, but it replaces the monotonicity property with the

Continuity Property: rn is a continuous function.

I
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It is easy to construct functions that map R+ x R+ --+ R+ th•at satisfy the mean, symmetry,

and homogeneity properties and that:

(a) satisfy neither monotonicity nor continuity, or 3
(b) satisfy monotonicity but not continuity, or

(c) satisfy continuity but not monotonicity.

Thus, the definition of a mea given in [3] is not equivalent to the definition given here.

The definition given in [3] is the typical one (see, for example, [2] and [51), and the choice

between these definitions may not be very important for two-variable means--all of the

means discussed above (and all others discussed in [3]) satisfy both monotonicity and

continuity. However, when defining means of three or more variables: (a) it can be

important to assume that at least one of these two properdes (monotonicity or continuity)
holds, Nb) one can invent cases in which the use of a monotonic but discontinuous mean
seems appropriate, (c) for those cases in which continuity is also desired, continuous 3
means can be defined as being those means (as defimed here) that also satisfy the continuity

property, but (d) it is not at all clear what reasonable use could be made of continuous but

non-monotonic "means." It is this rationale that motivates the definition of a mean given
here.

Chapters I and HI of Reference [4] study a significant subset of noncooperative,

finite, two-player (bimatrix) games; namely, those games in which, if one player does

better, the other player must necessarily do worse but not necessarily by the same amount
(where better and worse are determined by comparing the payoffs that result from playing

two alternative pairs of pure strategies). Chapter III of [4] argues that a subset of these U
games often can be reasonably converted into zero-sum games, essentially by constructing

payoffs using gn as defineo above. 3
The important point here is as follows. It is frequently appropriate to consider a

nimulation of combat as representing a noncooperative two-player game between the twoI
sides involved. Many of th- results of such situations either (a) are arrays (such as the

numbers of all of the various types of weapons systems), not single-valued (real) numbers, 3
or (b) amc not comprehensive (such as the number of a particular type of weapons system),

or (c) do not yield zero-sum payoffs (such as using simple force ratios calculated, for 3
example, by

I
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3 'r S(v)I/ST (v)5 for any scoring method v.) However, for any mean m, if x represents a comprehensive
measure of the strength of side l's force and y such a measure of side 2's force, then
g(m)(x,y) will yield comprehensive zero-sum payoffs by setting the payoff to side 2 equal
to g(m)(x,y) and the payoff to side 1 equal to -g(m)(x,y).

In particular, for scoring method v, COMBAT computes and displays:

M, 2 0 ,1 2 (3(S 1 2gn(SlS(v), S )

gn(ST(v)' ST(v)), adgg (S Iv), S ), gg i(S IvS 2(v)) ,

I ggSl(v), S2(v)) , and gs(Sl(v), S2(v)),

all of which are comprehensive measures and all of which yield zero-sum payoffs. Thus,
using any one of these measures, COMBAT can be considered as evaluating the payoff (for
any particular pair of pure strategies) of a two-player zero-sum game between side 1 and3 side 2. Accordingly, this structure allows direct application of the relatively powerful
results of two-player zero-sum game theory to analyses that use COMBAT (or that use3 other simulations whose payoffs are constructed using measures of force effectiveness like
those reported here).

U F. SETTING WEAPONS SCORES BY DIRECT INPUT

In addition to the options described above for computing weapon scores, COMBAT
also allows the option of setting (fully interacting) weapons scores directly equal to input
values. As a minor point, this option allows the force comparison measures described
above to be determined by input weapon scores. However, the major reason for allowing
scores to be determined by direct input is so that input scores can be uscd in conjunction3 with allocations of fire (computed using one of the methods described in Chapter III or in
Chapter IV, below) and with attrition assessments (computed using one of the methods
described in Chapter V, below) to yield a dynamic model of combat whose output
measures arc determined, in part, by these input scores. Note that COMBAT is truly a
dynamic model of combat only if all weapons systems being considered are (at least

potentially) vulnerable to enemy fire. Accordingly, if COMBAT is being used as a static
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I
model in that the vulnerability of some weapons systems (e.g., aircraft) is not simulated in I
the model, then COMBAT must attempt to calculate weapons scores. That is, if NS > 0 for

either s (as discussed in Section D.2.a, above), then COMBAT cannot set weapons scores

equal to input values.

A reasonable way to use COMBAT as a dynamic model, or to use any generally

similar dynamic model of combat, is as follows. When analyzing a set of issues using

such a model, first construct a "typical-case" data set. These typical-case data should 3
contain a sufficiently full span of weapons systems and assoziated effectiveness parameters

so that all of the types of weapons systems to be considered on each side in the analysis are

appropriately represented. (In particular, no weapons system to be considered in the

analysis should be at zero strength, and none should have absolutely no effectiveness or

have an uncharacteristically high effectiveness in this typical-case data set.) Next, a one-
time calcuflation should be made using an allocation method such as one of those described

in Chapters MII and IV below, and using a scoring method (not direct input) such as one of

those described above, to make a one-time computation of weapons scores for this typical

case. (Since the goal of this step is only to compute typical weapons scores, amtition need 3
riot be calculated or assessed in this one-time computation.) The issues to be analyzed

would then be addressed using COMBAT, or using another dynamic model of combat,

where (with one class of exceptions) weapons scores are always set by input directly equal

to these typical-case scores. The one class of exceptions concerns sensitivity analyses in
which different sets of typical scores could be calculated and used to see if these different
sets of input scores substantially change the conclusions of the analysis.

The imrortant characteristics of this approach are as follows. First, it does not U
require that weapons scores be obtained from exogenous and perhaps inconsistent

sources--weapons scores are determined internally, are consistent with each other, are

coasistent with other data being used in the analysis, and are comprehensive in that relative

capabilities of all relevant weapons systems are addressed. Second, these scores, once

computed, remain fixed both over all time periods in any one run of the model and (except

for explicitly constructed sensitivity analyses) over all runs of the model made in the

analysis, In a sense, this approach uses weapons scores in a static manner (in that they

remain fixed throughout) to do what static scores are reasonably good at doing--helping to

summarize the relative effectiveness of two opposing forces at a particular point in time

(i.e., either initially or, when running a dynamic combat model, after any given time

period). Moreover, this approach uses the dynamic portion of the combat model (not
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i weapons scores) to assess the impact of dynamic interactions. COMBAT has been

explcity dsiged t alow as n opion ths tpe o aproah fr usng dyami
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I
I III. ALLOCATIONS OF FIRE THAT DO NOT DEPEND ON

WEAPONS SCORES

IA. INTRODUCTION

1. Background
_a

This chapter discusses specifications for sets A and for functions F2 to map W, E,

P, and A into the average fraction of engagements (i.e., allocation of fire) that weapons of
type i on side s make against enemy weapons of type j (out of all of the engagements made

by that type of weapon), wherei- all of
this notation is as defined in Section B of Chapter IL above.

Note that "allocation of fire" here rfers to an average fraction of engagements made

by each type of (shooting) weapon on one side against each type of (target) weapon on the
other side out of all engagements made by that type of (shooting) weapon. Thus, setting

A..(a) - F.(W,E,P,Aa) - (W,E,PA)i J J ij'

it follows that

0<5 A.j(a) < 1

for each allocation method (indexed by a) being considered, each i from I to Ns, each j
i from 1 to Ni' and both s (throughout, s' - 3-s). Further,

0O if, against the enemy force in question,

N' s weapons of type i engage no targets

I j otherwise

I for all such a, i, and both s. Accordingly, if Ns' = I and if weapons of type i will attempt

to engage enemy targets if any are present, then the spelificatior. of F is trivial in that this

I specification is needed only for j = I and

I1I-
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F"(W,E,PA W1, >
1j f otherwise

for all a, all i, and all W, E, P, and A (and so, in this case, there is no need to specifyA).

If Ns' > 1, a simple and mathematically consistent specification of F is to set'Fki

equal to a constant, say cij, independent of W, E, P, and A, provided only that W~,, > 0 forJi

all j'; i.e.,

F,'(W,E,P,A) - 0 WS-.0

c.. otherwise,

where the cq are nonnegative and satisfy1

jul tl

and where c i is some function of c and WS' that satisfies the conditions t! at c.. is

nonnegative and 3
S~I

In addition to being relatively simple to state, this specification has mathematical
characteristics that can significantly simplify calculations, models, and analyses that are

based on this specification. Perhaps because of these reasons, this specification has

occasionally been used, especially in models that extend the homogeneous Lanchester

square attrition equation

MkwWn9 W k for s=l1,2

to the hetm•ogeneous version given by

wf =-mini c. W, s for j = I ý"' n ,forjt lN'ands=1,2,I

J i-i jIJ 4

whcre kii denotes a probability-of-kill for weapons of type i against enemy weapons of 3
type j.
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I Unfortunate-ly, besides being simple, computationally attractive, and occasionally
used, this specification is completely inappropriate &a a method to simulate the allocation of

fire in conventional combat; i.e., it is too simplistic to be meaningfully used. The problem
here lies in assuming that, except for vacuous cases, the allocation of fire to targets by type3 is independent of the numbers of targets of each type prsent. For example, it is ludicrous
to believe that weapons of any type would, on average, engakge enemy tanks at the same
rat if the enemy force had 200 tanks nd 2 other armored vehicles as they would if the

enemy force had 2 tanks and 200 other armored vehicles. With one exception (discussed
I next), it is so meaningless to allocate fire by fixed percentages (as described above) that it is

not reasonable to investigate the impact of such allocations even for theoretical or
methodological purposes and (with this one exception) COMBAT does not allow (even as

3 an option) allocating fire in this way.

The one exception, noted just above, considers allocating fire according to a strict
priority among detected and/or engageable targets. The important points here are twofold.
First, it is just as unreasonable to use sirict priority allocation as it is to use other fixed3 percentage allocations in studies of major defense issues; however, unlike other fixed
percentage allocations, it can be rvasonable to investigate the impact of strict priorities for
theoretical purposes. Second, it is quite reasonable (indeed, it is important) to consider

priorities along with other factors (such as the numbers of weapons by type present) when

determining allocations of fire. The problem here concerns using priorities in a strictI-
manner, as described next.

Generally, rules to allocate frr, by a sutict priority proceed as follows. Initially,

each type of shooting weapon is given a priority of fire over the various types of target
weapons. Then, for each shooting weapon in each "battle," some subset of the targets is

S•selected as being the set of targets that are ,leteted and engageable by that shooting weapon
ii that battle. Next, that shooting weapon fires at one of the targets that is of the highest
priority type (according to the initial priority list for that type of shooter) among the types of
targets that the shooter has detected and can engage. Finally, given this shooter/target
combination, attrition is assessed. See [6] for a simple example of how such a priority rule
can be incorporated into a particular attrition process.

There is nothing intrinsically wrong with investigating theoretical aspects of such

allocations of fire, and equations based on such allocations could be developed and
-- incorporated into models such as COMBAT as options for tests and special cases.
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However, there are several problems with requiring that all allocations of fur be made by
strict priority.

All other things being equal, it may be quite reasonable to allocate fire by strict 3
priorities. But all other things may never be equal. In detailed models, much more is
usually known about the situation than just the type of shooter and types of potential targets 3
involved--and these other factors (discussed below) should also be taken into account. In
aggregated (e.g., theater level) models, perhaps only the types of shooters and types of

potential targets are known to the model. Nevertheless, in reality, the other factors are still
there and should, at leaxt implicitly, be taken into accointL For example, an otherwise low
priority target may become high priority if (a) it is immediately threatening the shooter or
other weapons on the shooter's side, or (b) it is occupying particularly valuable territory
that the shooter desires to capture (or .fnitralize). Conversely, an otherwise high priortry
target may drop in priority if it is not currently threatening friendly weapons or if firing t it
would, due to the particular situation, put the shooter in greater jeopardy. These
considerations imply (and examination of results seem to bear out) that allocation of fire in
real combat and in detailed models do not adhere to strict priorities. Accordingly, adhering

to strict priorities is likewise inappropriate in aggregated models.

Another problem with always adhering to strict priorities is as follows. The

procedure for determining whether a particular enemy weapon is detected and engaged by a
particular shooter might be (and frequently is--see, for example, [7]) independent of the
numbers of other enemy weapons on the battlefield. Thus, a model that uses a strict I.
priority procedure might assume that an antitank wepaon is equally able to detect and

engage an enemy tank if there are 20 enemy tanks and 20 enemy amored personnel carriers
(APCs) on the battlefield as it would be if there were 20 enemy tanks and 2,000 enemy
APCs in the battle. Yet it is quite reasonable to believe that, even if an antitank weapon has
tanks as its first priority, such a weapon will fire fewer rounds against tanks when the
enemy force consists of 20 tanks and 2,000 APCs than it will fire against tanks if the

enemy force consists of 20 tanks and 20 APCs. For instance, in a force with 20 tanks and
2,000 APCs, some APCs might obscure some tanks, so that tanks that would have been
detectable and engageable in a 20-tank and 20-APC force would not be so in a 20-tank and
2,000-APC force. Also, some APCs might be in the general line of fire between some
shooters and some detected tanks, so that those shooters must fire on APCs in between. 3
Strict priority rules (see [6] and [7]) assume that, since there are. 20 tanks in both cases,
tanks would be fired on equally often in both cases.
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I The allocation procedures discussed below and in Chapter IV can take priorities into
account, but they do so in ways that do not require strict priority rules to be followed in all

cases. In particular, except for optional special cases, these procedures allow each enemy
weapon to have some (perhaps small) probability of being fire-, upon, even if engageable
higher valued targets are also present. Accordihgly, the allocation procedures discussed
here are generally more realistic than allocation procedures that require shooters to strictly
follow input priorities. (Of course, in models more detailed than COMBAT, there may be
particular cases, such as when an aircraft on an air base attack mission detects both a shelter
and a nonsheltered aircraft on the ground, where strict priovities might reasonably apply.
In such cases, care should be taken to use rules appropriate fom the interaction in question.)

The arguments presented above can beanted in mathit-xatical form as follows. For
each allocation mnthod a, FL- must iatisfy the foicwing p:op,.-rties. (For simplicity in the

3 notation below, A is written in place of Aa.)

First, it must be a valid fractional allocation. That is, as indicated above,

0 < F0i(WE'PA) : I
and I

if, icording io ,W,E,P./. ,, weapons of

i-i F ..(W ,E ,PA ) typ i €,,gage no targets

for all relevant i, j, and s.

Second, it must be able to consider priorities. That is, Fa must be :-tructured in
such a way that, for each relevant i and j, and each A such that

0 <•i (WE,PA) < I,

there must exist an A' and an A" such that
e(W,E,P,Ag') > Fý(W,E,P,Ag) > .(W,E,P,A .)

yet (if Ns > 1) an i' exists such that
FI.i(W,E,P,A') = F'(W,E,PA)= Fs.(WEPk)

In this case, A' gives a higher priority (and A" a lower priority) for weapons of typ,.e i to
fire at targets of type j than does A, without changing priorities for weapons of typ.. i'.
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I



I
Third, except for special cases, it must not be a fixed percentage or strict priority

allocation. That is, Fa must have the following property. G3iven WS', where

N'

let WS'(j) be defined by I
I t soSt

=(W) ,...,W.. WW.+ ,WT .. )W 0 % 1 J-t j J+1 , N'

That is, the force denoted by WS'(j) is the same as the force denoted by Ws', except that it
has one more weapon of type j. Then, given any force WS', there must exist an A such that

F2 satisfies the inequalities
F!ij (WVO),E,P,A,)> FeU(W,E,P,A) > F'!is(WOj'),E,P,A)

and 
3j

Feij(WO')'EP'A') > F"ij'(W'E'P"A) ý> Fýi!(W&j)E'P'A)
1J 01' 1J

for all relevant i, j, j'(j * j'), and both s. An A for which any of these inequalities is not

strictly satisfied is a "sitial case" in :'ae sense defined above, and the condition here is that

not all A be "special cases." Note tha,, to avoid logically perverse cases, it must be that

and
IFij(W(j')'EP$A) :> IFi(WE'PA) > F~u(W(j),EPA), 'i

and so the meaningful issue is whether or not equalities occur here.

All of the allocation methods described below in this chapter and in Chapter IV I
satisfy all three of these properties.

2. Numbering These Allocation Methods

This chapter describes five different methods for determining allocations of fire that I
are independen' of weapons scores. Following this, Chapter IV describes four methodf

for determi:iing allocations that are dependent on weapons scores. Four of the five
methods described below are directly analogous to the four methods described in Chapter

IV, and these methods are referred to as Mtthods 1 through Methods 4 in each chapter 3
(i.e., for a = 1 through a = 4, allocation method a below is directly analogous to allocation

method a in Chapter IV.)

111-6
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The allocation method discussed in Section B, below, has no direct counterpart in
Chapter IV. This method is described first because it is relatively simple and because it is
needed as part of the calculations ased by Methods 1, 2, and 3 of both chapters. Since it is
described first, it is referred to as Method 0.

Methods 0, 1, 2, and 3 described below, and Methods 1, 2, and 3 of Chapter IV,
have been coded and are available for use in the COMBAT computer program. Method 4
of this chapter and Method 4 of Chapter IV have not been coded and are not available for
use--their descriptions are given here only to provide examples of additional methods to
allocate fie that satisfy the properties stated in Section 1, above.

B. METHOD 0: ALLOCATIONS THAT ARE PROPORTIONAL TO

WEIGHTED NUMBERS OF TARGETS

A relatively simple scheme for determining allocations of fire is obtained by3 a•suming that the probability that any particular weapon fires at any particular type of
enemy weapon (given that it will fire at some enemy weapon) is proportional to the

weighted number of weapons-of that type present in the battle, where these weights are
determhied via inputs. In particular, for i - 1,Ns and s = 1,2, let C". be a set of j weighting

Ii

factors (fuc j - 1,NS') used to determine the allocation of fire of weapons of type i on side
s. Then Method 0 assumes that the probability that any particular weapon of type i on side
s engages a particular enemy weapon of type j, given that it will engage some enemy
weapons, is:

TIThus, the average fraction of engagements that weapons of type i on side s make against
enemy weapons of type j (out of all of the engagements used by that type of weapon)
according to Method 0, A!.(O), is given by

IS
A'.( 0)= I

Ii
p i tj jI provided that the denominator is greater than zero.

III-7
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Both for ease of preparing inputs and for consistency with other models that use I
this allocation method, the 0.'s are not direct inputs to COMBAT. Instead (in algebraic

notation), the inputs to COMBAT used here are:

the number of weapons of type i on sides in a typical-case force, where

this force must contain a strictly positive number of weapons of each

type being simulated, and where i - 1,Ns and s - 1,2.

A = the average fraction of engagements that weapons of type i on side s

would make against enemy weapons of type j (out of all of the I
engagements made by that type of weapon) whea the enemy force

consists of *W, weapons of type j', where i = 1,Ns, j = l,Ns', j' --

1,N$', and s - 1,2.

With these inputs, C'ii can be calcuLted as

Accordingly, for Method 0, the set A ronsists of A and * (as defined in Section B

of Chapter HI, the set A is used to help determine the allocations A.(0)). In particular, the

allocation function F is rigorously specified by:•(o0> - -.0••°
;e I

1J J W >

$•' ' IJ J W!j'=l

0 otherwise

111-8
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"j- l IJ J

I
useo~ ~ 0 wihs o therwis.thi sesl oeb

where C3. is as defined above, and where i - 1,Ns, j = 1,Ns', and s = 1,2. (Note that if aiii ~ ~user of COMBAT wishes to input values for the Cs.j directly, then this is easily done by .-

When aircraft (i.e., non-vulfnerable weapons systems) are being simulated,

i COMBAT also accepts the input

AS3• - the average fraction of engagements that aircraft of type i on side s

would make against enemy weapons of type j (out of all of the
engagements made by that type of aircraft) when the enemy force

consists of ' weapons of type j', where i 1,Ns, j = 1,Ns', j'

1,Ns', and s - 1,2.

The allocation of fire for non-vulnerable weapons systems according to Method 0,.(0),

is then calculated using the same function as given above for A¶(0), except that A.•j and t•s
U

I are used in place ofA and Ns.

This method for deetmrnling allocations of fire is used in IDAGAM, INBATIM,
T-:,CWAR, JCS FPM, and IDAPLAN, all of which are dynamic combat models.
Discussions of various aspects of this method can be, found in Chapter II of [81, on pages

98 through 100 of [9], on pages 31 and 32 of [10], on pages 53 and 54 of [111 (see also
pages 42 and 43 of [11]), and on pages 4 through 8 of [12].
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C. MTKOV i: A'A.J*A LIONS THAT ARE PROPORTIONAL TO I
PROBABILITIES IF XULL TIMES WEIGHTED NUMBERS OF
TARGETS

A drawback of Mh.' C.: that it re..luirc, -xining dat:_ 'or t (as defined above),

-t ignores .Thi •-.btaifld Er 1. and P (as defined ii• Section B of Chaptr IU) in

,t -.rr-inhig :-b- Lilocatkins c "fixe The goals oi;Method 1 are: (i) to make i-asonable uie

of data vaJ -i f-,; E &.d 'I, and (2) to allow ba. not reowuire (for plausiN- ure) that data be

obtained tf_ A (O:•l ). I
"h.¢,';. "rl-' plausible wz-s z -ni•rt , of E ano' .- ,., •' .:trnining allocatiors of

,i. Rc, . -;uggests conidering the 1ix ,,uct

U =.2Fý. 0E8 PS.
Sii £iJ j Ji

wh=n det,:,-nning how much fir weapons of typc i on side s should allocate against enemy

weapons of type j. Two ways tn consider thit product are as follows. First, Us. could beUI
Sut-d as a weighing factor in addition to,,. ;' •stead of, C' within an approach analogous to

Method 0. Second, Ul. could be uA t :.; -. imin: pure priority allocations, which is the
ij

use. discusaed in [ 13]. TIL fir-st appic&, .•. .he basis for Method 1 as described here, the

priori•y aoppach is usi-d as part of M.Lx. 2 and 3 as described beiow.

As indizated above, Method 1 allows data to be entemd for A and *t. Accordingly,

tbr Method 1, the st A is the smae as the set A --the allocation function F is different.

Specifically, for Me-nod 1,

Ai.(1) = F.S (W,E,P,•I)

U , j A S . S ' 1 > 0

31 S. j, • Wj,> •
us. W Iv

j ', i ~j " .

0 otherwise I

I
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A . , 'Wj'=S= j'ail '

SLj ~~t =I l II lJ'

Whee 0 otherwise,
whr s - P.1'P and ts.. and where i = 1,Ns, j = 1,Ns', and s =1,2.

Note that, as a special case, data could be entered so that

j 1,N"

Sj.-j

i, this caw, Method 1 becomesI U: . ,

Us. , ! jal J

yJ J J

0 otherwise.
Thus, in this special case of Method 1, U!. plays exacdy the same role as Cs plays in

Method 0. Accordingly, the general form for F above allows E, P, A, and * to all

contribute to detesmining the allocations of fire; while the special case just described
requires that no (substantive) data be obtained for X and *', yet it produces a plausible

allocation of fire that satisifes the criteria stated in Section A. 1, above. (Conversely, if the
special case

*1 - 1and .=lN 3 i= 1,N5 ,j=l1,N"IJ Ii
is used in Method 0, thon the allocation of fire becomesI

m rn-li

I



iiJ j 1 J

This allocation might be usefl for theoretic%! purposes, but it does not satisfy the criteria

stated in Section A.1 and, since it is independent of i, it is clearly unalistic.)

As stated at the end of Section B, above, when aircraft (i.e., non-vulnerable

weapons systems) are being simulated, COMBAT accepts the input A as defined in that

section. With one exc.ption, the allocation of fire for aircratt using Metiiod I is calculacd

using exactly analogous formulas as described above tor fully interacting .vea.-ons

systems-the exception concerns the calculation of U. For fully interacting weapons, U is

defined by

T i 1,N,j t,N',s 1,2.
,i Ii J ji

For non-vulnerable weapons, define LT by

ýI -.3E' P: W i 1jj, j l,Ns', s1,2 ,I

where

WS i 1,Ns .

The allocation of fire for non-vulnerable weapons systems according to Method 1, A;j(1),

US A
is then calculated using the same function as given above for A.j(1), except that U s ij 1

$ A$

and Ss are used in place of U.i, A.i.,id Ns whcrever they appeir.

D. METHOD 2: ALLOCATIONS THAT ARE A CONVEX COMBINATION
OF A PRIORITY BASED ON PK'S AND METHOD 1

While Methwi I calculates the products suggested in (13], it does not use these

products in the way they are used in [13]. Method I uses these products as weighting

factors, whereas [13] suggests that they be used as strict priorities. Method 2'starts with

this suggestion and builds on it in the following manner.

Method 2 assumes that (on average) a fraction of the times that weapons of each

type are engaging enemy weapons they can select the type of weapon to engage according

to a strict priority, and one minus this fraction of times they will engage enemy weapons

according to the weighted. number of enemy weapons present, where the proportionality

I1-12



weights are determined using Method 1 as described above. Method 2 furthet assumes that
this fraction can be an input that depends on the type of shooting m uapon. That is, Method

2 requires the new input:
si the average fraction of the engagements made by weapons of type i on

side s that are made according to a strict priority, with one minus this
fraction being made on a proportional basis, whiere i = 1,Ns and

s = 1,2.

Values for qf must satisfy

0 1 q:5 1 i = 1,N" and s = 1,2.

Since Method 2 needs values for qý, and since (if qf < 1) it needs values for
-21

and *, the set A consists of •, '•, and q (as defined in Section B of Chapter If, the setU2A is used to help determine the allocations A Y(2)).

To construct strict priorities based on values for Us as defined above, i.e.,

SIi I J J J,

define J. as follows. For i = 1,Ns, let J, be the set ofj that maximizes Us. over allj such
that 1 :51 j < Ns' and Ws.' > 0. To account for ties (i.e., cases in which J's has more than one

i t

element) and to prevent "priority overkill," let

i j, j' J

otherwise

for i = 1,NS andj = 1,Ns', and (if jis = 0) let

Iý b min{1, W / le e. PSI}

forj = 1,Ns', where this minimum is taken to be one if the denominator of the ratio is zero.

If Ns > 0 then, as will be discussed below, bs is calculated byJ

lUI- 13
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where I is defie I below, Let

i I,N' and j =1,N"'.

Then, for Method 2,

A!.(2) =F(WEP )

qij + (1-qij) A!](1j J]

L~Ii- (1--q..) A..j(1) otherwise,I

wheo i L.3, j = 1,N, and s - 1,2.

Two special cases of this allocation worth noting are as follows. First, if the input

is given a value of zero, then A!.(2) - As.(1) for all relevant j. Thus, if q is identically
zero, Method 2 reduces to Method 1. Second, setting q• equal to one produces a special

case (provided that "ovcrkAll" is not occurring) in which the third properry listed in Section 3
A.I above is not satisfied. That is, setting qf equal to one can result in a (special case)

strict priority allocation as defined in that secticn. 1
Method 2 computes allocation of fire for non-vulnerable weapons (if any) using

formulas that are directly analogous to those given above for fully interacting weapons

systems. In particular, if non-vulnerable weapons systems are being simulated, then
Method 2 also requires the input: 3

the average fraction of engagements made by non-vulnerable weapons

of type i on side s that are made according to a strict priority, with one 3
minus this fraction being made on a proportinoal basis, where

i- 1&4 and s - 1,2. 1
As with qs, values for . must satisfy

Os < 1<I i= ij ands =1,2. I
For i -l, s, let 3 be the set of j that maximize ,J. over al j such that 1 j < Ns' and
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Vi' > 0, wherel~ is defined as in Method 1 (see Section C above), To account for ties

I and to prevent priority overkill, let

j ./ ,'e " j.

0 CAAL'rw~se
for i 1 &,3s andj = 1,Ns', and (as stated above) let

I I
b!= mn 1 i -i I 1i i

I Let
-S - ' i =1. a -I1,N" .

I Then, for Method 2,

I f~.+ (-)A() jE

~~-") 1 l )Af.(l) otherwise ,

where i = I as, j - 1,Ns', and s - 1,2.

I E. METHOD 3: ALLOCATIONS THAT ARE A CONVEX COMBINATION
OF A PRIORITY BASED ON PK'S AND METHOD 0

F The only difference between Method 2 and Method 3 is that Method 2 is a convex

combination involving Pk's and Method I while Method 3 is a convex combination

involving (in exactly the same way) Pk's and Method 0. In particular, for Method 2,
Iqi + (1 - q') k.j(1) Jc- J,

A S(2)= { 3

I -4 A iA(1) otherwise,

while for Method 3

iI
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qij + (1 - q-j) A!(0) J cc Ji

" i ( A! 0) otherwise

where qj and are the same for both methods, and where i - I,Ns, j= 1,N3', and s = 1,2.

Similarly, if non-vuLterable weapons are being simulated (i.e., Njs > 0), then, for Method
2,

2(,) s( I )A,(1) js

I ..S - otherwise,

while for Method 3

~s(3 -.3 S

~() (I - i)pA~(0) otherwise,

where and arethesamefor both methods, and where i = 1,&s, j 1,N', and s 1,2.

F. METHOD 4: ALLOCATIONS THAT ARE DETERMINED BY GROUP
DETECTIONS AND RIGID PRIORITIES BASED ON PK'S

As noted above, this method for determining allocations of fire has not been coded,

and so it is not currently available for use in COMBAT. The reasons for discussing this

method here are twofold. First, and more importantly, this method is discussed in order to

help put in context the allocation methods and the properties these methods must satisfy as

described above. Second, this method is described so that, if desired, it can be

incorporated into COMBAT or into other models.

The basic ideas behind Method 4 are the following assumptions: (1) a (shooting)

weapon can engage an enemy weapon only if it detects that enemy weapon. (2) The

number of enemy weapons that a shooting weapon detects depends on the type of shooting

weapon but is independent of the number and types of enemy weapons present (provided

only that there are sufficiently many enemy weapons present). (3) If a total of W enemy

weapons are present, if a totrvi of t of these enemy weapons are detected by a shooting

weapon, and if Wj of these W *cray weapons present are. weapons of type j, then the

probability tiaz exactly x enemy weapons of type j are detected by that shooting weapon is

1I1-16



I. ( W-w'.
assumed to be given by + , where [ s x(x-1)...(x-r+1)/r! if r > 11 )ýt-x \r

andJr) a 1 if r = 0. (Thus, this detection process can be viewed as being similar te a

sampling without replacement scheme.) (4) Each shooting weapon is assumed to select

one enemy weapon to attack from among the highest priority type of enemy weapons it has

detected, where the priority order used for shooting weapons of type i on side s is strictly
based on Us as described below.

Unlike Methods 0, 1, 2, and 3, Method 4 does not use the inputs X or *. Instead,

to implement the assumptions just stated, Method 4 uses the inputs T and j.s(t) defined as

follows:

Sfthe maximum number of enemy weapons that a weapon of type i on side

s can effectively detect in one time period, where i = 1,Ns and s = 1,2.

U.(t) = probability that a weapon of type i orside s detects exactly t enemy

weapons in one time period given that th,'re are at least t enemy weapons

present, where t = 1,Te , i = 1,Ns, and s • 1,2.

Thus, for Method 4, = (T, Q) for T and i as just defined (as stated in Section B of
-4

Chapter II, the set A is used to help determine the allocations AS.i(4)).
iI

As in Methods 1, 2, and 3, let

U. = E . E". P..ii i 'i i Ji

for i = 1,NS, j = 1,Ns', and s = 1,2. For Method 4 only, let

be such that

U S Us Us s

with ties being considered in some suitable manner. This definition is structured so that

J•(t) -M means that enemy weapons of type j are the tth priority weapons for attack by

weapons of type i on side s.

111-17
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For s = 1,2 let 1
W€€ =S

jl ,

WA: WS: 1 1,N 5 ,..

-' I 'Sll) J(2) 3
SS

(i W (t' 1,, n

"t <

O~ t>•/, i -. 1,Ns.

Then an allocation of f='e satf iy g the assumptions stated above can be constiucted using

the following formulas.

SW 2i) < t

w2(i) W•i >It

t t

A S (4)= Q:% i,I

i]~w ti I

I
I
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t >

L { (1[W3(j 2 J} tW Qt t

j(2 t -IBit) it

AS *4;.l - - AsUp

It should be relatively clear how to extend this notation, if desired, to explicitly

consider non-vulnerable weapons as described above.

In the equations for A above, note that all of the combinatiorial terms are of thea form w t I .( T.
To calculate an exact value fox this ratio, let

u =max t,x}

and

v m n m in(,x)

Then

( x + (w)l = w-, u w-H1 x~ w-u-2 X.. w-u-(v-2) xw-u-(v-l)St t W w-1 w--2 "" w-(v-2) w-(v- 1)

An approximate value for this ratio can be calculated using Forsyth's formula:
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n1 E- r'2,-" - n2 + n + 2,16e

which gives tam.

QW-VOo+ 7)2

( 2-v), 2(w-v)+ 1/ [(w-u)2 + (w-u) + 1/6L_... w + (w-z.) 2 + (w-z) + 1/6L ( W + V
[w' + w •- 1/6](v/2) - [(w-z)2 + (w-z) + 1/6] (u2)

wh ere u and v are x. defined just above and z x + t. i
A cba'acteristic of this allocatioi method that may be of interest is as follows.

Un)iw ."'Ythods 1, 2, and 3 above, but like the allocation methods described in [6] and [7], 3
tWis method uses prioilties in n rigid manner. For example, if a shooting weapon of type i

has detected exactly two enemy weapon% one of type j and one of type j', and if (according

to J5) weapons of type j have a higher priority than weapons of type j', then that shooting
I

wcapon always fires at the enemy weapon of type j--it never attempts to engage the enemy

weapon of type j' instead. However, like Methods 1, 2, and 3 above, but unlike the

aiocation methods described in [61 and [7], this method satisfies the third pr !perty stated in

Section A. 1 above.

.6,.e essential difference between this method and those of [6] and [7] is as follows.

Using this method, the probability that a shooting weapon detects (and hence engages) a 3
high priority target is smaller if it iq facing (say) 20 high priority targets and 2000 low

priority targets than it is if it is fa,:ng 20 targets of each prnoriry. Conversmly, in [6] and [71 1
the pr.Aebbility that a shooting weapon detects (and hence engages) a high priority target

remains constant when it is facing (say) 20 high priority targets no matter how many targets 3
of lowei, priority it is also firing. This distinction can be quite important in dynamic models

because the relative numbers of weapons can change (frequently significantly) over the I
course of the combat being simulated.

IN
1II-20 1

I



IV. ALLOCATIONS OF FIRE THAT DEPEND ON WEAPONS

SCORES

A. STRUCTURE

Given a set of weapons scores (i.e., given Vs for i - l,NS and s = 1,2), it is a
relatively straightforward task to modify Methods 1 through 4 of Chapter M] in order to

Sproduce allocations of fire that depend on those weapons scores. In particular, Methods 1
through 4 of Chapter [MI all make use of the product

ii i i5 ji

in oroer to determine a priority of fire for weapons of type i on side s. Thus, in a sense,

"- these priorities assume that value of killing a weapon of type j is given by EPji for

"- I shooting weapons of type i, and that priorities are set in order to maximize the resulting
value killed. Conversely, it can be argued that: (1) the value of killing a weapon should be
indpendent of the type of shooter doing the killing, (2) weapons scores (computed either as

described in Chapter II or by some other means) can serve as reasonable (shooter-,
independent) values for killing enemy weapons, and so (3) priorities should be set toi maximize value killed where the value of killing an enemy weapon is the score of that

weapon. Thus, in place of using the product

I ,i Q i j

to construct priorities, according to this argument the product

oij il si

should be used instead.

Relationships concerning input weapons scores, calculated weapons scores, and
dynamic uses of the model are somewhat more complex. In particular, five general

approaches for siructuring these relationships are as follows.

I First, fixed weapons scores could be obtained by .n external method (i.e., a
method other than one of those described in Chapter IT) that does not depend on having
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frst computed an allUcadoer of firc. For example, such scores co0iW be determined by I
setting ihe score of a weapon equal to "r. estimi to of the cost of producing th&t weapo". As
anomher exizaiple, a commonly used set of scores is obtained by setting the score of any I
armored vehicle equal to une and the score of all other types ox weapons equal to zero.

Since such fixed scores do not depend on allocations of fire, they can be set by direct input

and used to compute as d&fined aLove, and then theme i1 can be used to determine

allocations of fine by methods directly analogous to Methods 1 through 4 of Chapter UI.

Second. fixed weapcns scores co-ild be. obtained using any one of the methods

dIscussed in Chapter lI by using that method in conjunction with a fixed but typical

allocation of fire. For example, one of the scoring mnthods described in Chapter II could

be selectd. Then, for each side, a typical allocation of fire sgairat a typical opposing force

could ue constructed, and a set of weapons scores based on tbst method and that allocation

of fire could be calculated in a "one-time" run cf COMBAT. The resulting weapons scores

could then be used as input values for setting weapons scores by direct input. COMBAT

(or another dyiamic model) ,ould thrn be run using these fixed (input) scores to determine0 
1

allocations of fire based on i as described above. Since these allocations of fire depend

on the numbers of weapons in addition to these weapons scores, the allocations of fire
would change over time even though the weapons scores remain fixed.

Third, suppose it is desired to analyze a defense issue by running a set of cases

using COMBAT (or another dynamic model), and suppose one of those cases can be

designated as a reasonably comprehensive base case. Then weapons scores and allocations
of fire for the first time period of that base case could be computed by solving a set of

simultaneous equations, and then the resulting weapons scores could be used as fixed

scores (set through direct input) for all time periods of all of the cases being run.

The distinction between this third general approach and the second one described

above is as follows. The second approach us-,r, typical allocations that awe independent uf

weapons scores to compute a set of typical scores based on these typical allocations. It

then computes all allocations (including the allocations for the first time period of a base
case) based on these typical scores. Thus, the allocation of fire for the first time period of a
base case will not (in general) be the same as the typical allocation of fire. However, this
second general approach does not require solving simaltant•.,us equations for both scores
and allocations. Conversely, the third general approach assumes that the first time period

base-case scores am a function of the first time period base-case aHocation and vice versa,
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I
so that a set of simultaneous equations must be solved to yeld theI. ýcns and alocadons.

STheI resulting weapons scores are then held fixed, and all scores for all time periods for all

of the cases being considered are set equal to these fixed scores by dclect input.
Accordingly, unlike the second approach, the weapons scores for thz first time prriod of

the base case will be those that result from the alJoaaons of fire used tir (the fist time

pxriod of) that base case.

"The fourth general approach here is to smlve a set of simultaneois equations to

determine the weapons scores and allocations of fire fix the fhac tdic period of each run of

COMBAT (or of a similar dynamic model), but after the first time period only the

allocations of fire change--the weapons scores remain fixed as if they were set by direct

"U !input. (Note that, in all of these approaches, the allocations of fire can always chaage each

time period, even if weapons scores are held fixed, because the numbers of weapons

SI involved can change between time periods.)

The distinction between the third and fourth approaches is as follows. In doing a3 series of runs, the third approach requires designating ene run as a base case, and it solves
a set of simultaeous equations for weapons scores and allocations of fire only for the firstI time period of that base case. Conversely, the fourth approach does not require designating

any particular run as a base case, but it must solve a set of simultaneous equations forg weapons scores and allocations of fire fcr the first time period of each case being run.

The fifth general approach here is to solve a set of simultaneous equnitions to3 determine weapons scores and allocations of fire for each time period of each case being

run.

3 ITable IV- I summarizes selected characteristics of these five general approaches.

B. METHODS TO ALLOCATE FIRE THAT DEPEND ON WEAPONS

3 ISCORES

Repeating the notation introduced above, let V denote the score being used for

weapons of type i on side s, wherm i = 1,NS and s - 1,2, and let

0s =E0 P, V,
ij i li i j

for i - 1,N3, j = 1,Ns', and s - 1,2. In addition, let

I
I I-
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5 for i = 1,Ns,j = 1,Ns', and s 1.2. 4,,tWr :Jis nozilon, f•r-. for Methods I through 4

her- are directly obtained from the formza ýbr 'ththvds 'thi#'u 4 of Chapter M by
I replacing U and U with 0 and I respectivey, wheiever IU ., ad ' T appe in Chapter [I.

With this replacement of U and IL by 0 ad D., Method I ,iv, s alvcvations that are

proportional to value killed times weighted numbers of targets, Methu4 2 Pives allocations

that are a convex combination of a priority based on value killed a.d Meth:;d 1, Method 3

gives allocations that are a convex combination of a priority based on vwiue killed and

SMethod 0, and Method 4 gives allocations that are determined by group d, er-tions and rigid

priorities based on value killed.

I
3
I
U
I

I
!
/I
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V. ATTRITION EQUATIONS FOR AIMED FIRE

A. STRUCTURE

1. General Approaches for Modeling Attrition

Attrition can be calculated in models of combat using four general approaches.

First, in a few cases (such as a nuclear attack on undefended soft targets) it can be
reasonable to assume that attrition is essentially deterministic, and so appropriate

deterministic methods can be used to calculate attrition in these cases. Second, in a few
cases the spectrum of combat being considered is simple enough that stochastic results

(such as probability distributions or expected values of resulting random variables) can be
rigorously computed. Third, stochastic results can be estimated (but not rigorously

computed) using basically deterministic methods (this approach will be discussed further,
below). Fourth. Monte Carlo techniques can be employed.

COMBATr is not intended to model those (relatively rare) cases for which it is
reasonable to assume that attrition is essentially deterministic, and so the first approach

above does not apply. COMBAT can be used to properly compute expected values for

certain very special cases; but since COMBAT is not limited to modeling only these very
special cases, the second approach above does not (in general) apply. Thus, as in most

other dynamic models of combet, the choice of approach to compute attrition reduces to

choosing either the third or the fourth approach as noted above.

A thorough discussion of the advantages and disadvantages of these approaches is

beyond the scope of this paper. The third approach was selected for the following three

reasons. First, "deterministic estimation" models typically run much more quickly than
multiple trials of Monte Carlo models (all other things being equal), and quick running time

was desired here. Second, the advantages of the Monte Carlo approach over the

deterministic estimation approach tend to be more significant for fine-grained models than

for more higl-y aggregated models, and COMBAT is a relatively highly aggregated model.

Third, and perhaps most important here, this choice allows COMBAT to be used as a
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vehicle for reporting some ongoing research on attrition equations, and the aggregated

nature of COMBAT renders it quite appropriate for this use.

2. The Deterministic Estimation Approach for Modelng Attrition

The vast majority of deterministic estimation models, including COMBAT, use the

following general algorithm to construct a deterministic surrogate for the stochastic process

they are attempting to address. For this discussion only, conside1 the following notation.

Suppose the model in question considers a total of m types of resources (on both sides) and

a total of n possible interactions (e.g., time periods). Let the initial number of rescarces of

type i be denoted by Xio for i = 1,m. For i = l,m and j = 1,n, let Xij be the random

number of resources of type i after the jth interaction. If resources of type i are not included

in the first interaction, then XiI = Xio with probability one. However, if resources of type

i are involved in the first interaction, then Xil is generally a non-degenerate random

variable. For j = O,n, let Yj {Xij,...,Xmj}, and let fj denote the jth interaction in that

Yj = (XIj,....Xmj} = fj() Xld-1 ... ,XMj-1 D = fj(Yj-1)

Given this notation, the desired outputs of the model are the expected values of the

random variables Xin,...,Xmn. That is, the goal here is to estimate values for

E[Yn] =E[{XIn ... ,Xmn)]

= E[fn(fil...fi({X 10, .... XM0 })...)]

= Effn ... flI (Y0)] "

COMBAT, and most other deterministic estimation models, estimate these expected

values in the following manner. First, expected values of Xll,...,Xmi are either

rigorously computed or are estimated using bounded approximations or reasonable

heuristics. Let X Xm I denote (perhaps an estimate of) these expected values. Thus,

X 11 ..... AmI are deterministic quaitities, not random variables. The model then computes

X12 through Xm2 as:

1212 .... 1 m2) = f2({X I I1 .... 'Xmd})

or, in terms of the Y's,
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IY2 = f2(=Y)
SNote that. while Y, may be a rigorously computed expectation of the random quantity

f(Y0 ), the same is not true of Y. since (in general)

SE[Y 2] Eff2(Y )] * f2(E[Y 1]).

This replacement of the expectation of a function by the function of the expectation
is made for all succeeding interactions. That is, let Rj denote the estimation technique being

, •used to compute individual estimated values for the jth interaction (e.g., if each expectation
for each indiviaual interaction is being computed rigorously, then 1i.[] - E[.] for all j).

J

I =irn (n-Iff l'"f2(E1[fl(Y0)])''.)]

5 ULke other deterministic estimation models, COMBAT does not attempt to estdimate
the difference between Y. and E[Yn], where Yn is as just defined and E[Yn] is properly

I •calculated as

E[Yn] - E[fn...fi(Yo)].

Clearly, hypothetical cases can be constructed in which this difference is quite large. In
realistic cases, this difference might be small, might be somewhat large but relatively

unimportant, or might be large and quite significant, depending on the data being used and
the issue being addressed.

3. General Approaches for Processing Time

5 Time can be processed in dynamic models of combat using four general

approaches. First, a model can have the property that it continuously simulates the passing

of time (perhaps, on a particular computex, at a speed faster than, or equal to, or slower

than the passage of real timýe or perhaps at varying speeds). Second, a model can step

through time in steps of fixed or independently-determined size--such a model is frequently

called a time-step modeL In particula', in a time-step model time is advanced by a fixed or
independently-determined amount to a new point in time, and the states or statuses of5resources are updated, as of that new point in time. Typically these, time steps are of
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constant size, but they need not be. Third, a model can build a list of significant (to it)

events and, after it simulates one event, it steps directly to the time of the next e-vent, rno

ma-ter how long or how short that step in time is. Such a model is frequently called an U
event-step (or event-store) model. In particular, in an event-step model, selected events are
scheduled in time, time is advanced to the occurrence of the next schedaJed event, and tc
states or statuses of resources (as well as the schedule of upcoming events) are updated at
that point in time to reflect the occurrence of that event. Finally, a dynamic model can be
simple enough that it has a closed form solution in that the states or statuses of resources
are described as explicit and computationally tractable functions of time. In this case, the

status of a resource at. say, time t can be found by evaluating the appropriate function at t,

without having to simulate combat (either in steps or continuously, as described above)

from the start of that combat through time t.

Very few models of combat ar,, simple enough to have a closed form solution, and

COMBAT is not such a simplistic model

The distinction between time-step and event-step models is primarily useful for
Monte Carlo models. Event-step deterministic estimation models are relatively rare and the 3
comments below, reworded slightly, would apply for all practical purposes to such

models. Also, there is essentially no practical difference between a continuously running I
model and a time-step model with very short time periods. Accordingly, it is useful to
picture deterministic estimation models, like COMBAT, as being time-step models whichm

may be rum using relatively short, intermediate, or relatively long time periods.

4. The Time-Step Approach with Relatively Long Time Periods for
Processing Time

In an abstract sense, the distinction between using short time periods versus using
long time periods in a time-step model is judgemental and relative. In a practical sense,

however, this distinction tends to be relatively clear. In a few cases, time-step models are I
used to approximate continuous time in that the time periods are selected to be so short that
the probability that two or more changes in the state of resources occur during one time

period is practically zero. In these cases, if estimation of the results show that more that
one such change is likely to happen in one time period, then the length of the time period 3
should be reduced. In many cases, however, time periods are set to be sufficiently long

that several days of combat can be simulated in a comparable number of time steps--e.g., a 3

V-4

I



I
time priod may be between a quarter of a day and four days long. Clearly many resources

can change states during time periods of this length.

This distinction betwewn short and long time periods is partcularly important for theIi following reason. Early models of attrition (i.e., Lanchester equations) were originally

formulated as differential equations, implying very short time periods when coded in time-

step form. Whether or not such models are appropriate as differential equations, they may

be quite inappropriate for use as difference equations with long time periods. Conversely,

other models of attrition might produce quite similar results (compared to Lanchester

equations) when coded as differential equations, but might produce quite different results

when coded as difference equations with long time periods.

5 For example, using the notation of Chapter 1I, the Lanchester square differential

equation can be written as

J , jlJ5 ~~dt ~
0 otherwise

forj - l,NS' and s = 1,2. In the homogeneous case (NI - N2 - 1), this equation becomes

dW(t KYW(t) W5(t)> 0

0 odtrwise.

for s - 1,2. A difference equation version of this homogeneous relationship is

AW'-- -min(KW, W')

with the definition of K being adjusted to compensate for any change in time scale. Note,

however, that this latter relationship allows multiple kills to occur in one time period, which

can cause problems as the following numeric example shows.

LetNI =N2 = 1, and let El 1, pI =2/3, WI =3, and W2 - 2. Thus, K1 = EIp1I -2/3 and
AW2 - min((2(3)3, 2) - -2.

Conversely, it can be argued that the theoretical best that side I could possibly achieve with

three shooters is to have a shoot-look-shoot-look-shoot capability, which results in

3 = - 46/27.
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Thus, use of Lanchester square in this case overstates the theoretical maximum number of

kills that side I could achieve by 17% in that

2/(46/27) = 1.17. 1
If, instead of having such a shoot-look-shoot capability, each of the three shooters on side 3
I randomly (i.e., uniformly and independently) selects a target to engage, then the expected

number of kills drops from 46/27 to 38/27, and so the corresponding overstatement caused

by using the Lanchester equation grows to 42% in that

2/(38/27) - 1.42. 5
The point here is certainly not that this example is a relatively realistic portrayal of

typical combat results. Instead, the point is as follows. First, it frquently has been (and I
likely will continue to be) appropriate to use deterministic estimation time-step combat
models with relatively lage time periods. Second. attrition calculations in such models can

vary significantly when using simplistic difference equation extensions of differential

equations as compared to using directly derived difference equations. Third, attrition
calculations can also differ sigificandy when using various directly derived difference B
equations-in the example above:

(46t27)/(38/27) - 1.21, 5
a difference of 21%. g
S. Impllcatlous and Resulting Structure

Based in part on these arguments, the general structure used to calculate attrition in
COMBAT is as follows.

COMBAT is designed to allow (though, of course, not necessarily require) I
relatively long time periods. For example, each time step in COMBAT might correspond to

a time period of between one quarter day and four days long. This aspect of COMBAT 5
means that many events (i.e., losses of weapons due to enemy fire) can occur during each
time period. Two major implications of this aspect of COMBAT are as follows. First. 3
some of the weapons that were operational at the start of a time period. and could have fired
lethal shots during the time period, should not be able to do so because they are destroyed 3
before they can fire during that time period The attrition calculations in COMBAT are
structured to account for this implicadoiii of relatively long time periods. Second,

occasionally two or more weapons on one side will fure potentially lethal shtis at the same
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m target on the other side, which (if there are s shooters with a probability of kill of k) would
not, in general, result in an overall probability ot killing the target greater than 1 - (1-k)s.

In particular, if two shooters with a probability of kill of 0.5 shoot at one target, and if the
effects of those two shots are independent, then the probability that the target is killed is
0.75, not 2 x (0.5) = as would be implied by a simplistic Lanchester square difference

equation. Use of a Lanchester square difference equation is included as an option (for
comparison purposes) in COMBAT. However, except for Jiis option (i.e., if any of the
alternative options for calculating unilateral attrition is selected instead), COMBAT is5 structured to prevent such overkilling from occurring.

Some attrition structures exist that can simultaneously consider both of these5 implications of relatively long time periods--see, for example, Reference [14]. However,
as in [14], these attrition structures tend to be. appropriate only in special cases, and
COMBAT is not designed to be limrited to these special cases. Such special attrition
structures could be added to COMBAT, if desired, to model special cases; but, in order to
address more general cases, COMBAT needs and uses a more general structure to address
these. two implications of relatvely long time periods. (Note that both of these
implications, if not addressed, would result in overestimating the numbers of weapons3 killed.) The general attrition structure used in COMBAT is as follows.

The attrition calculations in COMBAT can be considered as consisting of two
m segments. In the first segment, four unilateral attrition assessments are calculated. Each of

these attrition assessments is unilateral in that, for the assessment in question, only one of3 the two sides is firing at the other and so only the other side is suffering attrition. In two of
these assessments side 1 is firing at side 2 (the distinction between these two assessments
is explained in Section C), and in the other two side 2 is firing at side 1. The second
segment combines the results of these four assessments to obtain the overall attrition to
both sides. Each segment allows a choice among various options for the calculations made
by that segment. The options currently available for calculating unilateral attrition are
discussed in Section B, below, and the options available for calculating overall attrition
from these four unilateral assesswents are discussed in Section C.

3 B. UNILATERAL ATTRITION EQUATIONS

A definitive discussion of the distinctions between modeling aimed fire and3 modeling other types of fire is beyond the scepe of this paper. However, several points
should be noted. First, cases exist where these distinctions are not simple to make. For
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example, Reference [15] presents a model of attrition which is not easily categorized as I
being either a type of aimed fire or a type of area fire (it is, in a sense, a mixture of each).

Second, an attrition equation suitable for modeling aimed fire might also, with a different

definition of its parameters, be suitable for modeling certain types of area fire. That is, the

functional form of the attrition equation would be the same for aimd fire as for certain

types of area fire, but the assumptions and definitions of the inputs used would be

different. Such alternative assumptions and definitions for area fire can be made for each

of the unilateral attrition equations discussed below. Finally, assuming that some weapons

engage the enemy using aimed fire need not exclude assuming that other weapons engage

the enemy using other types of fire. COMBAT currently does not allow such a structure,

but it could relatively easily be inodified to do so. In particular, one option currently

available in COMBAT allows a mixture of two different types of aimed fire (this option is I
discussed below), and thisconcept could be extended to allo.'j a mixture of aimed and area

fire. Such an extension would (in essence) require adding out or more types of area fire 3
attrition equations to the modeL Recent work on equations suitable for modeling relatively

general types of area fire is discussed in Reference [ 16]. £
Except for this section, the notation required in this paper is necessarily two-sided.

However, since this section considers only unilateral attrition equations (thet is, for these

equations, one side is firing at the other but not vice versa), two-sided notation is not

needed. To simplify the presentation that follows (at no loss in generality), Subsection 1

below gives some one-sided notation that will be used in (but only in) the remaining

subsections of this section. Subsection 2 presents an overview of the remaining

subsections, and Subsections 3 through 7 discuss various unilateral attrition equations for

modeling aimed tire.

X.. Notation for Unilateral Attrition

Consider the following (one-sided) notation. i
P - the number of types of weapons on the shooting side.

n = the number of types of weapons on the target side.

si - the number of engagements that can be made by all weapons of type i on the

shooting side, where i = 1 ,m. I
tj = the number of vulnerable weapons of type j on the target side, where j =

1,n.

V.8 1
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aij - aij(tl,...,tn) = the average fraction of engagements (i.e., the allocation of
fire) that weapons of type i on the shooting side make against enemy
weapons of type j (out of all of the engagements made by those type-i
weapons) when the target side consists of tj, vulnerable weapons of zype j',
where i= 1-m, j = In, and j'= -,n.

pi = the probability of kill per engagement by a weapon of type i on the shooting

side when that weapon is engaging an enemy weapon of type j, where i =

l,m and j ln.

-- COMBAT is coded to allow only an input fraction of weapons to be vulnerable to
enemy fire. In terms of the (two-sided) notation of Chapter HI, Section B, this input
fraction is defined as

U the fraction of weapons of type i on side s that are vulnerable to enemy froe,

where i = 1,N3 and s = 1,2.

COMBAT is also coded to allow partitioning the weapons on both sides into an input
number of identical combat areas. If C denotes this number of combat areas (and C is
greater than zero), then attrition is calculated by assuming that I/C of the weapons on each
side are associated with each of C combat areas and that the overall attrition is the product
of C times the number of weapons killed in one combat area. (The code treats C - 0 as if
C.= 1.)

With this additional notation, the one-sided notation introduced here can be related
to the two-sided notation of Chapter II, Section B, for side s shooting at side s' (s' = 3-s)
by:

in-N 3

n =Ns'

S= E wi/C i- ,Im

Uju t UW, I/C j=Jn
i i

a.. A!. i=- ,m and j=l,n, and

3pi, Ps.= i = l,m andj - l,n.
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The unilateral attrition equations discussed below compute a number of target i
weapons of type j killed per combat area, Atj, as a function of m, n, s, t, a, and p.

In the remainder of this chapter the term "shooter" will be used in place of -
"engagement by a shooting weapon." For example, the number of engagements by

shooting weapons of type i (i.e., si) will be called the number of shooters of type i in the 3
discussion below.

2. Overview of Options for Calculating Unilateral Attrition

COMBAT currently allows five different options for calculating unilateral attrition. 3
Four of these options differ (primarily) in the degree of coordination that the shooting
weapons are assumed to possess. The fifth option, Lanchester square, can be viewed

either as an option included solely for comparison purposes or as an option that represents

an (impossible to actually achieve) upper bound on the level of coordination among

weapons. A brief overview of the other four levels of coordination is as follows. I
"The lowest level of coordination simulated in COMBAT uses a binomial type of

attrition equation. The key coordination assumption behind this equation is that each
shooter selects a target to shoot at independently of the selections made by other shooters.
(Note that this implies that a weapon that can make two or more engagements selects its

target for each of these engagements independently of its other selections as well as
iWependently of the selections nade by other shooting weapons.) 3

Skipping the second level of coordination for a moment, the third level of
coordination simulated in COMBAT uses a uniform type of attrition equation. The key 3
coordination assumption behind this equation is that the shooting side will make! sia.. I

i i a 4

engagements against enemy weapons of type j and will distribute these engagements as

uniformly as possible over the tj targets of type j present.

The second level of coordination simulated in COMBAT requires an additional S
input. In terms of the (two-sided) notation of Chapter H, Section B, this input is defined as

the fraction of shooting weapons of type i on side s that select targets 5
independently (i.e., have the lowest level of coordination as described

above) with the remainder (I - 2) of these shooting weapons distributing 3
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1 their tire uniformly over all targets of the type they are allocating this fire

Sagainst, where i = 1,Ns and s = 1,2.

This input is used only if the second ivel of coordination is selected. If this second level is
selected then, in order to survive, targets must survive zisi uncoordinated engagements and

(1 - zo)sj uniformly distributed engagements, where z. - ;e.I I

U The fourth (and highest physically possible) level of coordination simulated in COMBAT is
a shoot-look-shoot attrition structure. This structure assumes that the shooters attack one-
at-a-time, and each shooter knows the outcome of all previous engagements before it

selects a target for its engagement. Knowledge of all previous outcomes means that a
shooter never fires at a target that has already been killed by another shooter.

Section 3, below, discusses the uncoordinated (binomial) attrition option. SectionU 4 discusses the uniform-fire attrition option. Section 5 discusses the option that allows a
mix of uncoordinated and uniform fire. Section 6 discusses the shoot-look-shoot attrition
option, and Section 7 discusses the Lanchester squz-7, attrition option.

3. Attrition Assuming Uncoordinated Fire

I a. Assumptions

1) At a fixed time, all of the targets become vulnerable to attack by all of the
shooters.

2) At this time, each shooter (i.e., each shooting weapon for each of its
engagements) selects one target weapon (from among those present) to attack. Let the

I probability that a shooter of type i attacks a particular target weapon of type j be denoted by
'It b ,1 ...,qtn) en the target forwe consists of tj, weapons of type j', where

I j 'A . (t.,....,tn)t. I
j,.l tJ J

for all i.

3) Given that a shooter of type i attacks a target of type j, the shooter kills that
target (i.e., fires a lethal shot at the target) with probability Pi for all i and j.

4) The target selection and firing processes of all of the shooters are mutually
independent (so that, for example, two different shooters can choose to attack and can fire

lethal shots at the same target--which results in one target being killed, not two).

I V-1
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Note that assumptions 2 and 4 imply that aiJ =-' "it. for all i and j. I

b. Resulting Attrition Equation U
With these assumptions, the resulting number of mrget3 of type j killed is a random

variable. Let this random variable be denoted by Atj and set

Atj -E[A'Cj]

forj = 1,n. If si and tj are nomnegative integeis for all i and j, then References [11], [17],

and [181 show that these assumptions imply that

a..

Ati Jul i #L J>
0 tj n0-.

For specifics, see equation 3.11' of [11]. equation 7 of (17], and equation 17' of [18], and

set di - 1 in each of these equations. See also equation 22 of Reference [ 19]. 3
Clearly Atj need not be an integer. Thus, following the structure described in

Section A.2 above, the numbers of surviving weapons need not be integers after the. first 3
attrition assessment involving these weapons. (Even for the first attrition assessment, the

numbers of shooters and targets involved need not be integers, depending on the input

values fix W, E, U, and C°) In order to prevent anomalies from occurring when the

number of shooters or targets are not integral (such anomalies can occur if 0 < si < 1 or 0 <

tj < I for any relevant i or j), COMBAT calculates Atj using the formula

t 1.- (I- p .U0 "

0 ' J -0At- 1 0j

where xTy is defined as
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I y(1 - x) y :5 1

4. AttrrtiGn Assuming Unifi-rmly Coordinated Fire STwo ctses are considered below . TIe Fist case allow s het rogeneous argets but

assu:=3 dta the shooters are hom.ogeneou (m - 1). Assumptions amc stated for this case
and th-, the remunng attrition equation (which can b- derived from this assumption) is

S•Mrsewod, "Ihe second case allows heterogeneous shooters as well as heterogeneous1
targets. The attrition equamon pirecntid for this second case iz an heuristic extensP.,n of
that foi the first case, but is not rigorously derived from assumrnions for this
(bc-ur•geaecus shooter) caws.

SI•L the followig, for any ~otinegative number x,, let Lrdl denote the largest integer
less thia uca equal to x (i.e., LxJ is the integer part of x), and let <x> = x - LxJ (i.e., <x> is

Ithe fif ,f ygonal pz,- of x).

IONa. Msumptions for Homogeneorm Shooters and HeterogeneousJ Targets

1) There i3 onz typ= of hootec (m = 1) but there can be multiple types of targets
(n z 1). Since m - 1, let s - sl, aj = aj(tl,...,t,) = aIj(tI,...,tn), and p; - Plj forj - 1n.

2) At a fixed inme, all of the target. become vulnerable to attack by ail of the

shooters. At this time, ench shooter (i.e., each shooting weapon for each of its
engagemnnts) sllcts one target to attack according to the following rules. (For bimplicity,
trise rtlý.s assume that tj > 0 for all j-cases where tj - 0 for some j follow trivially )

First, at leart LajsJ shcoters are assigned to attack targets of type j, which leaves

s- La j LsJSjs1

shootces yet to be assigned. Assign each of these additional shooters to target types in a
random manner such that each target type is equally likely to be subject to one additional
shooter and no target type is subject to two or more additional shooters--this is clearly
possible since

3
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0O5s - t La-sJ <n.
j-1 J

Accordingly, the number of shooters that attack targets of type j is a random variable, say 3
rj, where

-<a~s> X M La~si

Prob(r. - x),L x - Lai + I

0 other .

Second, ,van that x shooters am attacking targets of type j, sign at least Lx/tJ I

shooters to atack each target of type j, which leaves I
x -Lx/t~t i - xix

shooters yet to be assigned. Assign each of these remaining shooters to particular targets I
of type j in a random manner such that each such target is equally likely to be subject to one

addionlI shooter =nd no target is subject to two or moe additional shooters-this is clearly I
possible siwe

0 e <x/t~tjt. <

Accocdingly, the number of shooters that attack each target of type j is a random variable,

say ?j, where 3
-x -• < v.> 1 --LxAJ

Prob(ý-l-yIr.amx) {<xA > Y M Lx/t .+ -
0otherwise.

3) Given that a shooter attacks a target of type j, the shooter kils that target (i.e.,

fires a lethal shot at the target) with pxobability pj.

4) The firing processes are i pendent of the target selection processes and are 3
mutually independent of each other.

Note dut the first part of assumption 2 iscosistent withthe•definition of aj in that

the average fraction of engagements that shooters make against any target of type j is I
V-14 i
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!xPtob(r. -x)Isu

I ~(La.sJ( - ca.as>) + &a~sJ + i1ca&s,)/s

3 tajsJ + cajs>)/s - a,

required by the definition of aj. Note also that the second part of ausum•tion 2 is
consistent with unifbrm coordinafo of fire in that, if aa is an integer, then

LasAi : < Lasjs + 1.

3 b. Resulting Attrttiou Equation for Homogeneous Shooters and
Heterogeneous Targets

3 With thes ass lptio n the resulting numn of targ of type j killed is a random
vwaubke Lct this random variable be dawcd byM A a&W set

4AI. a EIA'c.1

for j - ln. If the number of shooters s, and the numbers of targets, tj, are nonnegativeI integers, then it can be shown that the assumptions above imply that

J = t.[l -((I - PJLA#t XI - <jJp-

Since this a on does am exhibit ms behavior when s a rewa not inteprs (but
amur still nonnepfive), it cain be used (widwwm odfctio) to calculate atttidon when, for

the reasons stated above, s and tj are not (necessarily) integers.

I c. Assumptions for Heterogeneous Shooters and Targets

1) Theme can be multiple types of shooters and multiple types of targets.

2) At a fixed time, all of the targets become vulnerable to attack by all of the

shooters. At this time, each shooter (i.e., each shooting weapon for each of its

engagements) selects one target to attack in such a manner that no individual target is

attackJd by fewer than LsaV/tjJ shooters of type i. Thus, this assumption accounts for

j ý! Lýtjljj

shooters of type i, but leaves the target selection process of the remaining

i V-15
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s.- j, Lsia./t.jt 1

shooten of type i unspecified for all i. 3
3) Giventatashooterottype i attacks a target of type j, the shooter kills that

target (i.e., fires a lethal shot at that target) with probability Pjj for all i and j.

4) The firing processes are independent of the target selection processes and are
mutuaily independent of each other..

d. A Consistent Attrition Equation for Heterogeneous Shooters and

Targets 3
Due to assumption 2, it is not possible to derive a specific attrition equation that

satisfies the a of Section c, above. Additional research is needed if it is desired 1
to extend these assumptions in such a manner that is conceptually appropriate yet yields a
computaionally =actable attriton equatin (Such research has begun-see Reference [16]
for details.) It is posuble, however, to state attrition equations that are consistent with the
assumptions of Section c one such is as follows.

Let

h. <s.alt> I
J j

and3

- <s1ia-/tj>P1. h h>0
p~j W I

0 otherwise,

and set 1

bwaviij (I Lh) I

In addiokm to being consistent with the assumptions stated in Section c above, this 3
attrition equation has several other Charcteristics worth noting. First, it reduces to the
rigorously derivable attrition equation of Section b where the shooters are homogeneous. 3
Second, it is independent of the labeling of shooters and targets. For example, if all data
associated with shooters of type i are interchanged with data for shooters of type i', then

the numbers of targets killed of each type remain unchanged, and an analogous statement

V-16 3
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I •holds for interchanging data associated with targets of two different types. Third, it

requires no additional inputs. Finally, it is computationally tractable.

5. Attrition Assuming a Mix of Uncoordinated and Uniformly Coordinated
Fire

a. Assumptions

3 1) At a fixed time, all of the targets become vulnerable to attack by all of the

shooters.

1 2) At this time, the fraction zi of thQ shooters of type i each select one target to
attack according to assumption 2 of Section 3.a above, and the remainder (1-z) of these

3 shooters each select one target to attack according to assumption 2 of Section 4.a above.

3) Given that a shooter of type i attacks a target of type j, the shooter kills that
target (i.e., fires a lethal shot at the target) with probability pi for all i and j.

4) The independence assumptions of Sections 3.a and 4.c apply as appropriate,

and the target selection and firing process of the uncoordinated shooters are mutually
independent of the target selection and firing process of the uniformly coordinated

shooters.

3 b. A Consistent Attrition Equation

In order to survive, a target must survive all of the zisi uncoordinated shooters of

type i for all iL and also must survive all of the (l-zk)si uniformly coordinated shooters of

type i for all L Accordingly, it is reasonable and consistent to estimate the expected number
of targets of type j that are killed, Atj, by

5 where

* and

I
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m Lo - zt)sqt•atJ kpI

4j n (1 - Pii) (-S i- 'l ... I

forj ln where h and i are calculated as h. and .wen ,alculated in Section 3.d except

that (1-zo)si is.used in place of si wherever si appears in 3.d.

Note that Atj is not simply a convex combination of the expected attrition assuming

uncoordinated fire and the expected attrition assuming uniformly coordinated fire. 3
6. Attrition Assuming a Shoot-Look-Shoot Firing Process

Two cases are considered below. The first case allows heterogeneous shooters but I
assumes that the targets are homogeneous (n = 1). Assumptiofts for this case are stated and

then the resulting attrition structure is presented. The second case presents a simplistic

extension of that a.trition structure to handle cases in which both the shooters and the

targets can be heterogeneous. 3
a. Assumptions for Heterogeneous Shooters and Homogeneous

Targets

1) There can be multiple types of shooters (m Z 1) but only one type of target (n =

1). Since n = 1, let t - tl, At - Ati, pi - pih, and note that the allocation of fire of shooters

among target types plays no role (i.e., ail = I for all i). Assume that sl,...,sin, and t are all

nonnegative integers.

2) At a fixed time, all of the targets become vulnerable to all of the shooters, but

the shooters do not all fire at this time. Instead, the shooters attack one-at-a-time according

to the following rules. Let

Si~~ lSi'

and label all of the shooters numerically, with labels running from I through ý, so that each

shooter (i.e., each shooting weapon for each oi its engagements) has its own numeric

label. Let cr be a pemmutation of ',M.... ). That is,

o(k) e (1,...,•} and o(k) * a(k') if k * k',

where k and k' range from 1 through 1 Shooter a(l) attacks first, followed by shooter

o(2), and so on through shooter a(R). When it is a shooter's turn to attack, that shooter

selects one target to fire upon from anmong the targets remaining alive when its turn comes.

That is, each shooter knows the outccme of all previous engagements before it selects a

V-1I
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I target to attack, and it never attacks a target that was killed in a previous engagement. Since

all targets are identical, the choice of target (from among those remaining alive) isI irrelevant If all of the targets are killed before all of the shooters have attacked a target, the

remaining shooters do not fire.

I 3) Given that a shooter of type i (i --x 1,...,m) fires on a target, it kills that target

with probability pi.

4) The firing processes are independent of the target selection process and are

mutually independent of each other.

b. Resulting Attrition Process for Heterogeneous Shooters and
-* Homogeneous Targets

Given the assumptions above, it can be shown that the expected number of targets
killed, At, is independent of the order of fire, a. That is, if a and a' are two different

permutations of { 1,...,J}, then the assumptions above imply that the expected attrition
given that the shooters fire in the order specified by r equals the expected attrition given

that the shooters fire in the order specified by a'. (In gneral, the expected number of

shooters that fire depends on the order of fire here, but not the expected attrition.)

I If t a i, then each shooter is guaranteed a (live) target, and so

i ~~At- .
i 1pisi

To calculate At when t < ý, consider the following structure. Since the expected

attrition is independent of the order of fire, assume for simplicity that the shooters fire in

3at1 order by type (with all type-1 shooters firing first, followed by all type-2 shooters and so

forth). For i = 1,...,m and t = O,...,t, let ri(t) denote the probability that exactly t targets

remain alive after all of the shooters of type i have fired but (for i - l,....m-1) before any

shooters of type i+l have fired, and set

I ift=t
ro0 = 0 otherwise.

Then, starting with i = 1 and continuing through i = mn, ri(t) can be calculated recursively

using the formulas:
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ri() ffi rl(')b('ts p1 ) I 1 ,...,t

and5

rq(O) = r($-0 )-(t',s'Pi)'VUU
w her e main (t, si + 1) for I - 0,...,t, (i i

I-s

and b(t',s 'p)= b(t, s,p).

Once values for rm(t) have been determined, At can be calculated by the formula:

At =
t- trnAt) t<i.

The relevant sections of tho COMBAT computer program arc based on these I
equations; howevet .e code is somewhat more complex because it is also designed to

handle cases in which the numbers of weapons involved are not (necessarily) integers. 5
c. A Simple Extension to Consider Heterogeneous Shooters and

Targets

One way (perhaps the simplest way) to use a homogeneous attrition equation in a

scenario that contains heterogeneous weapons is as follows. First, convert the
heterogeneous weapons to an equivalent number-of notional weapons of a single type by
adding all the weapons (on the same side) together and by taking weighted averages of the 3
effectiveness parameters. Second, use the homogeneous attrition equation with these

homogeneous notional weapons. If the notional weapons in question are only shooting 3
weapons (e.g., the target weapons are already homogeneous), then no third step is
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I necessary. Otherwise (i.e., if this notionalization is being done either on both shooting and
target weapons or on target weapons only), ten a third step is needed. This third step is to
prorate the notional losses among the various types of target weapons in some manner,
e.g., in proportion to the capability of the shooting side to kill the various types of targets
as given by

i J-i iJPiJ "

An advantage of this approach is that it can always be applied, no matter how
complex the homogeneous attrition equation is. A disadvantage of this approach is that, in
a sense, it artificially converts a heterogeneous scenario into a homogeneous one and then
applies a homogeneous attrition structure to that scenario, rather than extending the
homogeneous structure to a structure that can directly address fully heterogeneous

3 scenarios.

As currently coded, COMBAT uses a version of this simple approach to allow it to

consider heterogeneous targets here. In particular, if n > 1, COMBAT computes a total

number of notional target weapons, t, as

3 and it computes a notional probability-of-kill by shooters of type i against those notional
targets, Pi, as

I P 1= I aijPij

i-I iI

3 for all i. These computations reduce the heterogeneous shooter and heterogeneous target
case to a heterogeneous shooter and homogeneous target case, which allows the structure
of Section b, above, to be applied. The resulting notional losses, say Ai, are then prorated
among target types in proportion to ýj as defined above, so that the number of targets of

type j killed, Atj, is given by

SAtj =>0

0 otherwise.

I
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Note that this approach, while somewhat simplistic, is fully adequate to address the specialU
case in which all probabilities of kill depend only on the type of shooter, not the type of

target (i.e., Pij p pi for all j), and all allocations of firn are in proportion to the numbers of
targets present (i.e., a. = t. /t for all i).

d. Comments

First, concerning the heterogeneous shooter, homogeneous target case, the 3
equations presented in Section b are not very computationally attractive. Perhaps more
tractable formulas can be found. Second, while some effort was devoted to using a
computationally efficient form of these equations in the COMBAT computer program,
perhaps a much more efficient coding of these equations can be devised. Third, this

portion of the code of COMBAT has not been extensively tested. Perhaps additional

testing will uncover coding errors. Fourdh, as discussed above, the extension to cover

heterogeneous targets is quite simple, and it might not be adequate for some fully
heterogeneous cases.

One way to address this last comment is to assume that shooters are preallocated to I
types of targets. That is, for each j, siaij shooters of type i (for all i) would be allocated to
attack targets of type j, and these shooters could not attack any other types of targets. This
assumptIn is relatively target-favorable because, if a particular shooter is allocated to attack
targets of type j and all of these targets are killed before that shooter's turn to fire arrives, 3
then that shoowt" loses its chance to fire even if some other types of targets are still alive.

This assumption is not currntly available as an option in COMBAT, but it would be 3
relatively easy to add and it also might improve the computational efficiency of this part of

the code. Recent work on this approach for considering heterogeneous shoot-look-shoot

fire is discussed in Reference [28].

7. Attrition Assuming a Lanchester Square Process 3
a. Assumptions

Various sets of assumptions can gi-ie rise to the Lanchuster square attrition equation

presented in Section b. below. All of these sets of assumptions are, in a reasonable sense,

qualitatively different than the sets of assumptions given in Sections 3 through 6 above.
Three such sets of assumptions are as follows.
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First, attrition can simply be postulated to follow the Lanchester equation given

below. (That is, it can just be assumed that attrition is adequately modeled by this

equation.) Three of the flaws in making this (essentially tautological) assumption are: (1)

it does not develop or derive the equation from relatively more fundamental assumptions

concerning combat interactions, (2) it does not offer any insight as to the relative

appropriateness either of the equation itself or of possible values for its effectiveness

parameters, and (3) it inhibits comparisons with the assumptions that lead to the other

attrition equations described above.

Second, the following set of assumptions could be made. This set of assumptions

is divided into three subsets. The first subset consists of those assumptions that imply that

attrition can be. modeled as the heterogeneous Lanchester square versio, of a continuous

time discrete state space Markov process. Set Section 2.4 of Reference [11] for a list of

these assumptions. The second subset consists of the single assumption that the length of

the time periods are sufficiently short and the numbers of weapons of all types on both

sides are sufficiently large that the probability that any particular type of weapon is

annihilated during any tine period is negligible. This assumption, combined with theorem

2.8 of [111 (which is proved in Section 3 of [20]), means that attrition during a time period

can be calculated by difference equations 2.15a and 2.15b of (II]. The third subset

consists of the assumption that the length of the time period is sufficiently short that the

attrition computed using these differential equations can be adequately approximated by

attrition computed using corresponding difference equations.

The first subset )f these assumptions are plausible, and can be compared and

contrAsted with the assumptions stated in Sections 3 through 6 above. The assumption that

annihilation is negligible for each type of weapon might be reasonable for initial time

periods, but grows less and less reasonable over time as simulated in a dynamic model of

combat. As argued in Section A.4 above, the assumption that differential equations are
adequately approximated by difference equations can be quite poor in practice (but would

hold for models that are used to simulate attrition over very short time periods).

A third set of assumptions that yields the Lanchester square attrition equation given

in Section b is to assume that a shoot-look-shoot structure applies, that shooters are

preallocated to targets, and that the probability that any type of target is annihilated is

negligible. Specifically, these assumptions are as follows.
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1) At a fixed time, all targets of type j become vulnerable to slatj shooters of type

1 plus s2a2j shooters of type 2 plus...plus sinamj shooters of type m, and these targets are

only vulnerable to these shooters, where j = 1,...,n. Since these siaij shooters of type i I
attack only targets of type j and since the tj targets of type j are attacked only by these

shooters, this assumption implies that the overall attrition process being modeled consists

of n separate attrition processes each of which can be heterogeneous in shooter types but is

homogeneous in target type.

2) Assumption (2) Of Section 6.a above applies to each of these n heterogeneous

shooter, homogeneous target attrition processes. Thus, for each j from I through n, the 3
targets of type j are vulnerable to a shoot-look-shoot attrition process in which the number

of shooters of type i equals siaij. 3
3) Given that a shooter of type i fires on a target of type j, it kills that target with

probability Pj. 3
4) The firing processes are independent of the target selection processes and are

mutually independent of each other.

5) For each j, either

tj ;z si aI

or the probability that all of the weapons of type j are killed is negligible. 3
Assumptions (1.) through (4) are precisely the assumptions that would be made for

the preallocated shoot-look-shoot process described in Section 6.c above. The problems

here concern assumption (5). First, note that assumptions (1) through (4) completely

define the attrition process and so, given these assumptions and the relevant data, the

probability that weapons of type j are annihilated is fixed. Accordingly, if the phrase "is

negligible" in assumption (5) were made specific (e.g., is less than 0.01), then assumption

(5) would either be true or be false. That is, it would either follow for assumptions k 1)
through (4) and the data, or it would contradict these assumptions and data. Either way, it

would not be a separate assumption. (This same comment also applies to the negligibility- 3
of-annihilation assumption made concerning the continuous time attrition asso1mptions

discussed earlier in this section.) Second, as in the discussion above, the probability that 3
any given type of target weapon is annihilated might be negligible for initial time periods,

but this probability will (in general) grow over time. and so (while perhaps initially

reasonable) assumption (5) grows less and less reasonable over time as simulated in a

V-24 I

3



II

I dynamic model of combat. Third, note that the unilateral attrition equation discussed here

will be applied to side 1 shooting at side 2 and to side 2 shooting at side 1. Thus, if the

numbers of weapons of all types on side 2 (for example) are quite large relative to the total
number of weapons on side 1, then when side I shoots at side 2 the probability that any.

given type of weapon on side 2 is annihilated would be quite small (perhaps zero).

However, in this example, when side 2 shoots at side 1, many weapons will be shooting at

relatively few weapons, and so the probability that some type of weapon on side 1 is

annihilated might be. significant. That is, using the two-sided notation of Chapter II, the

more likely it is that assumption (5) is satisfied for side s shooting at side s', the less likely

it may be that this assumption is satisfied when side s' shoots at side s (for either value of

s). Finally, note that if the time period over which attrition is assessed can be adjusted,

then assumption (5) can always be satisfied by sufficiently reducing the length of this time

period. In particular, reducing the length of this time period lowers the engagement rates of

the shooters, which lowers si in (5) without lowering tj. However, depending on the

model and data being used, it ay not be computationally practical to make separate3 attrition assessments for each time period when that time period is very short relative to the

length of the combat being simulated.

b. Resulting Attrition Equation

If the probability of annihilation of any type of target is negligible, then the

assumptions discussed above imply that (except for negligible cases) when it is any
shooter's turn to attack a target, there is always at least one target (of the appropriate type)

still alive for it to attack. Accordingly, if the negligibility-of-annihilation assumption holds,

then the other assumptions (of the second or third set of assumptions) listed above imply

that the number of targets of type j killed is approximately equal to Atj where

At i-i sia iJPij

Since the negligibility-of-annihilation assumption may not hold, COMBAT does not use

this equation directly. Instead, if the Lanchester square attrition option is selected,

COMBAT computes Atj using the equation

At. = min (t., s•a.-pi.)IJ J i= k' i
for all j.

I
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In Section 6.d above, it was argued that preallocating shooter types to target types

was relatively target favorable because shooters might lose their chance to fire due to

annihilation of the type of target they were allocated against while other types of targets still

remain alive. Part of the basis for this argument is that probabilities of annihilation are

being addressed correctly. This is clearly not the case here, and so this argument does not

apply. Indeed, the opposite applies. That is, the Lanchester square attrition equation stated

just above is shooter favorable in that each shooter is assumed to be able to shoot at a live 3
target (of the appropriate type) even if, due to previous shooters, no targets (of that type)

would be alive when that shooter's turn to fire arrived if probabilities of annihilation were

being considered correctly. This is the basis for the argument made in Section 2 above that

Lanchester square attrition can be viewed as representing an (impossible to actually

achieve) upper bound on the attrition that would result from the highest level of

coordination possible (i.e., shoot-look-shoot) among the shooters.

8. Summary

The attrition equations presented above differ primarily in their assumptions

concerning the degree of coordination among shooters. Attrition equations are presented

for: (a) an uncoordinated firing process, (b) a process that is a mixture of uncoordinated
and uniformly coordinated fires, (c) a uniformly coordinated firing process, (d) a perfect

shoot-look-shoot flring process, and (e) a Lanchester square firing process (which can be

viewed as giving a computationally tractable upper bound on the attrition that would result
from a shoot-look-shoot firing process).

a. Relationships Among These Attrition Equations

As the degree of coordination among the shooters increases, the number of kills

they achieve increases. In particular, let

At! = At] assuming uncoordinated fires (as in Section 3 above),

At M = Atj assuming a mixture of uncoordinated and uniformly coordinated fires

(as in Section 5 above),

At? = Atj assuming uniformly coordinated (i.e., even) fires (as in Section 4J

above),
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I Atj = Atj assuming a perfect shoot-lo-Gk-shoot firing process (as in Section 6
J

above), and
Atý = Atj assuming a Lanchester square firing process (as in Section 7 above).

J

Then it follows thatI
At~n < Atrm < At'

J :5At.,I J
for j = 1,..., n, where the questionable inequalities (denoted by "<I?") hold for

3 heterogeneous shooters and homogeneous targets (n = 1), but may not hold for

heterogeneous targets due to the senplistic averaging structure used in Section 6.c above.

3 As indicated in the discussions above, one way to more carefully address
heterogeneous targets in a shoot-look-shoot firing process would be to preallocate the3 shooters to types of targets and then allow shooters to engage the type of target they are
allocated against using a shoot-look-shoot process.' As an option, shooters could also be
preallocated against types of targets in the uncoordinated fuiing process. (In essence,

shooters are already preallocated against types of targets in both the uniformly coordinated
firing process and the Lanchester square firing process, so additional options concerning
preallocation are not possible for these processes.) If the code of COMBAT were changed

to allow full preallocation of shooters to types of targets, then COMBAT would also
Iproduce

At" - Atj assuming preallocated fires against target types, where the fires against

each type of target are uncoordinated,

At? = Atj assuming preallocated fires against target types, where the fires against
j

each type of target are a mixture of uncoordinated fires and uniformly

coordinated fire, and

Atp = Atj assuming preallocated fires against target types, where the fire againstI

each type of target follows a perfect shoot-look-shoot firing process.

3 Then it is conjectured that
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:9 At .1
J J J J J <t

J

forj f 1,...,n, where 5? is used as described above.

A useful aspect of these inequalities is as follows. If, in a particular analysis,

At? At.

for all relevant j, then the degree of coordination (as described h eme) among the shooters
does not play a significant role concerning attrition in that analysis. Also, if

At = At.
J J

for all relevant j, then it would likely be a waste of effort to perform the potentially
extensive calculations required :o compute attrition using the formulas for perfect shoot-
look-shoot fire. Conversely, if, in an analysis,

At." <<t.
A tn

for some j, then assumptions concemring the degree of coordination among the shooters
could be quite important in that analysis.

b. Other Sets of Assumptions

As stated at the beginning of this section, the sets of assumptions made here differ I
primarily in how they treat coordination among shooters. Other sets of assumptions that
differ in other ways could also be investigated and added to COMBAT (or used in other
dynamic models of combat) if desired.

For example, sets of assumptions to explicitly model area fire could be postulated,

and attrition equatious that are based on these area-fire assumptions could be used. (See,
for example, Reference [16].) Alternatively, sets of assumptions to explicitly model barrier
penetration processes could be postulated, and attrition equations based on these barrier-
penetration assumptions could be used in models less aggregated than COMBAT. (See,

for example, References [14], [21], and [22].)

In short, Sections 3 through 7 above discuss only a few of the possible sets of
assumptions that might yield attrition equations which could be used in deterministic
estimation models as described in Section A above.
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IC. CONVERTING UNILATERAL ATTRITION ASSESSMENTS INTO
BILATERAL ATTRITION

I Each of the attrition equations presented in Section B above is defined in terms of

"shooters" on one side versus "targets" on the other. Two-sided models need to use
attrition equations that consider weapons that can simultaneously be both shooters (killing

weapons on the other side) and targets (being killed by those enemy weapons). Simulating5 weapons (on each side) that are both lethal and vulnerable, instead of invulnerable shooters
on one side versus impotent targets on the other, was accomplished in older models in the
following manncr. First, the initial numbers of weapons on one side were used as
"shooters" in a unilateral attrition equation (such as one of those presented in Section B) to

calculate the numbers of weapons killed on the other side. Then, before these kills were

assessed, the initial numbers of weapons on the other side were used as "shooters' in a
unilateral attrition equation to calculate the numbers of weapons killed on the first side.

After both of these calculatiois, all kills were assessed. This procedure has been
pejoratively described as modeling "all bullets passing in mid-air." If attrition werl

- assessed only over very short time periods (so that there would be very few engagements

per time period), then this procedure would not be unreasonable. However, as argued
above, it is not usually practical to assess attrition this frequently. Conversely, this

procedure is generally unreasonable (and can significantly overstate numbers of kills) when

used with time periods that, while computationally tractable, are sufficiently long that many

engagements can occur within any one period.

This old procedure can be reproduced as an optional special case of the more

general procedure discussed here. However, the procedure presented here also allows
options that avoid this "bullets passing in mid-air" characteristic. An outline of this more3 general procedure is as follows.

Unilateral attrition equations are used four times: first for the initial side 1 weapons
shooting at side 2, second for the surviving (from that first assessment) side 2 weapons
shooting back at side 1, third for the initial side 2 weapons shooting at side 1, and fourth

Sfor the surviving side 1 weapons shooting back at side 2. The overall attrition (for each
side) is then computed as averages of the attrition from the "side 1 shoots first" case %id the

"side 2 shoots first" case. Of course, in real battles, it is unlikely that either side would fire

all of its "shots" before the other side shoots even once; the averaging approach used herc
is intended to provide a relatively reasonable and tractable method for representing the

average results of individual engagements.
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Section 1 bel3w presents the notation and specific formulas for this procedure, and I
Section 2 discusses some of its characteristics.

1. Notation and Equations

The uniateral attrition equtions of Section B above can be viewed as computing

(for each j) the number of targets killed of type j as a function of the number of shooters
and targets of all types. Accordingly, these unilateral atxition equations can be written in a
generic form (using one-sided notation) as

or
At. f.,(s;t) j 1,n.J n IUsing two-sided notation, this generic form can be written as

-. 3,....,w WS,' ....w j 1N I,1' ,, N' j=1. N'

o r C S .3
. &'W5;WS) j

J J

where C!' is the number of weapons lost of type j on side s' as computed by a unilateral I
attrition assessment, the shooting side has weapons of type i ( i = l,NS) available to

make engagemenm, there are W, vulnerable weapons of type j' (j = 1,Ne'), and (as always

for two-sided notation) s f 1,2 and s' = 3-s. 3
For s - 1,2 and s' " 1,2, let

(S ,W W' it =I

B'(s")
(• -•-'B(s);ws) s" = s

where j = 1,Ns' and s' = 3-s. That is, B (s") is the number of weapons of type j on side s'

that are lost when side s" shoots first. Then COMBAT computes the overall number of

weapons of type j on side s' that are lost, Ds', by the formula I
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yB!'(1) + (1--y)Bj (2) 0 : y < 1I U

D•'= (s')+ -21

(L~y B!(sI)+ X.2 B (s) 2<y<4,

where y is essentially an input to COMBAT such that y e [0,11 tj [2,4]. (Strictly

speaking, y corresponds to the working variable Y in COMBAT, and this working variable

is calculaedby

ZROBSF 0: ZROBSF5 <1 or 2: <ZROBSF < 4

0.5 otherwise,

wheiin ZROBSF is an input to COMBAT.)

2. Discussion

The procedure presented in Section 1 above is based on ideas developed in
Reference [23] (see especially Sections B.3.b and B.3.c of [23]) and in Reference [24].

The interested reader should consulz these references for details, theory, and examples.

Note that setting y = 0.5 (or y - 3) results -..i computing (for both s') as the

' 

JS

aridtmetic mean of B! (1) and B. (2). See [23] and [24] for rationale for this value of y.

If 0 < y I 1 then y represents the fraction of engagements in which side 1 shoots

first. Setting y - 1 is quite side 1 favorable in that D'is set equal to Bs (1) for both s,

while setting y = 0 is quite side 2 favorable in that D& is set equal to B (2) for both s'.

IIf 2 < y < 4 then y represents the degree to which potential kills suppress letha! fire.

Setting y = 2 means full suppression (i.e., setting y - 2 gives one way of incorporating a

"fear of death" into the model). Setting y = 4 means no suppression (i.e., setting y = 4
reproduces the "all bullets pass in mid-air" procedure of older models).

It should be noted that a somewhat more general version of this procedure is
suggested in Reference [25] and has been incorporated into the model described in

Reference [26]. This yet-more-gencral procedure also allows weighted averages of B"(1)
J

and B S(2) to be used to calculate D., where the weighted averages are determined by ratios
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involving the weighted numbers of weapons present on each side--see [25] or Appendix A i
of [26] for details.

Further extensions of this procedure are also possible. For example, as suggested
in [23], some of the weapons on the side shooting first could be allowed to (explicitly)

suppress but not kill enemy weapons, so that such suppressed enemy weapons could not
fire back that time period. Such an extension would require new inputs, but would be easy

to incorporate into the "shoot-then-shoot-back" structure used in COMBAT and ini [26]. 1

-
I
I
I
I
I
I
I
I
I
U
I
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VI. ON USING COMBAT AS A DYNAMIC SIMULATION OF
3 WARFARE

As discussed in Chapter I, COMBAT has seveia potential uses, one of which is as

a highly aggregated, general purpose model of conveknonal combat. However, since
COMBAT was not primarily designed for this purpose, .* omnits many features that might
be desirable for such a modeL This chapter discusses the generally mmre important of these
omitted features.

Section D of Chapter 11 discusses two ways that combat airraft can be addressed in
COMBAT. One of these, treating ground attack aircraft as non-vulnerable weapons

systems, applies only to one approah for calculating scores for these systems--it does not
apply to the calculation of attrition br to the dynamic simulation of warfare. When
COMBAT is being used as a dynamic model of combat, aircraft must be considered as
described in Section D. 1 of Chapter IL That is, if combat aircraft are to be addressed in
COMBAT, they must be considered as comprising one or more types of weapons systems
contained in the Ns types of fully interacting systems being considered for side s.
Accordingly, throughout this chapter, aircraft will be considered in this manner.

Section 1 below discusses some characteristics and limitations that apply to both
ground and air combat; Section 2 discusses those that essentially apply to air combat only.

A. LIMITATIONS THAT AFFECT BOTH GROUND AND AIR COMBAT

1. Resources

a. Replacements

COMBAT does not simulate war reserve stocks from which weapons systems
could be drawn to replace weapons that suffer attrition in combat. Such replacement
stockpiles could be added in a relatively straightforward manner, if desired. Modeling

issues concerning such an addition include: (1) determining an upper bound on the number

of replacement weapons systems that units in combat or wings on operating air bases could
acrept (assuming there are sufficiently many such weapons systems in replacement
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stockpiles), and (2) determining how quickly such replacement weapons systems could I
enter combat.

b. Munitions I
COMBAT does not account for the consumption of munitions or the impact of

shortfalls of selected types of munitions. Accounting for munitions properly requires, at a

minimu•, tthat: (1) probabilities-of-kill are functions of the types of munitions being used,

(2) when munitions of one type run out, then other types (if available) are used instead, and

(3) when munitions of all of the types that a weapons system can use run out, then that

weapon has no effectiveness. Significant effort would be required to properly add these I
considerations to COMBAT--it might be more efficient to add relevant features of

COMBAT to other models that already address munitions. N-vertheless, the proper 5
consideration of munitions is, in many cases, quite important. Recent work on the explicit

consideration of multiple types of munitions in attrition equations is discussed irt Reference

[16].

c. People and Supplies I
COMBAT does not account for personnel or supplies. Therefore it does not

account for the wounding or killing of people, or for the consumption or destruction of
supplies, or for the impact of shortfalls of pewsonnel or supplies on the effectiveness of
weapons systems. I

2. Interactions

a. Battle Damage and Repair

COMBAT does not account for the possibility that weapons systems are damaged I
but not destroyed by enemy fire. Accounting for danaaged systems in a reasonable maniner

implies that the repair and return to combat of such systems should also be simulated in I
some suitable manner.

b. Non-.lattle Damage and Destruction U
COMBAT does not account for non-battle losses. Accounting for non-battle 3

damage in a reasonable manner requires simulating the repair of weapons systems as

described above. Accounting for non-battle destruction would be easy to add, if desired.

VI-2 3
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I c. Effectiveness Parameters that are Functions of Attack and Defense

Many models of combat allow some of their input effectiveness parameters to

I depend on whether side 1 is attacking side 2 or vice versa. COMBAT does not contain a

method for determining the frequency that each F-,de is on the attack, and none of its input

3 effectiveness parameters are functions of whether either side is on attack or defense. These

concepts could be added to COMBAT if desired. An outline of a reasonable way to make

such an addition is given in Appendix B.

d. Degrading the Nominal Effectiveness of Unbalanced Forces

It can be argued that the nominal effectiveness of a force should be degraded if that

force is significantly unbalanced. For example, a force consisting only of artillery and

aircraft could be considered as being unbalanced and hence as not being an effective force

because it could easily be overrun by enemy armor and infantry. Conversely, a more

balanced force consisting of fewer artillery and aircraft (but with some armor and infantry)
could be quite effective because the armor and infannty, in addition to providing their own

firepower, help protect the artillery and air bases. This type of degradation of effectiveness

is not currently simulated in COMBAT. A reasonable way to roughly represent this type of

loss of effestiveness is described in Appendix C.

t. Area Fire

I As discussed in Chapter V, COMBAT does not explicitly simulate area fire.

Reference [16] gives a reasonably general structure for modeling area fire that is

methodologically consistent with the aimed fire structure presented above.

* 3. Geography

a. Geography and Attrition

COMBAT does not simulate the impact of variations in terrain, prepared defenses,

or any other aspect of what might loosely be called geography in its attrition calculations.

h. Depth from the Front

COMBAT does not explicitly loca~c weapons systems as being at various depths

from the front. Thus, for example, no transportation capability is required to move

3 weapons from rear areas to active combat. The fact that all weapoias are not always in
contact with the enemy can be represented as follows. Let
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a! = the average fraction of weapons of type i on side s that are in contact with I1

the enemy, where i = 1,N3 and s = 1,2.

Then replacing E' (as defined in Section B of Chapter II) with E and replacing Us (as U

defined in Section B. I of Chapter V) with z.Sus reduces both the lethality and theI I Is
vulnerability of weapons systems to account for those that, on average, are not in contact

with the enemy.

c. Maneuver

"•OMBAT does not simulate maneuver directly nor does it simulate the impact of I
maneuver on attrition. It would (in general) be easier to add selected features of COMBAT
to a suitable model that simulazes maneuver than it would be to add the simulation of

maneuver to COMBAT.

d. Sectors m

COMBAT allows the combat arena to be subdivided into an input number of

identical combat areas (or sectors), where this input is denoted by C in Section B. 1 of

Chapter V above. A reasonable extension of this structure is to (optionally) subdivide the

combat arena into non-identical combat areas such that the input fraction F0 of the weapons

systems of type i on side s would be located (and fight) in combat area c, where

for c - I,...C, and I

for i 1,...,Ns and s - 1,2. 

I

Note, however, that it may not be appropriate to attempt to include more detailed
assignments than this here. For example, two attempts to consider such additional detail

that are contained in some other large-scale ground models are as follows. (These

considerations are not contained in COMBAT or in the model of Reference [261.)

First, some other models account for ground weapons as being integral parts of I
units in that all ground weapons are located wherever their unit is located and the only way
to move these weapons is to move their units (which necessarily moves all of the weapons I
in those units). In reality, of course, not all weapons in a large unit are located near whete
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that unit's headquarters is located; brigades can move separately from the division they

belong to, battalions can move separately from the brigade they belong to, and so forth.
More importantly, grouping weapons into large units creates decision-making problems for
fully automazed models that can lead to logical anomalies. For example, suppose that force
A differs from force B only in that A has some additional combat units in it that B does not
have. Suppose that a particular model moves units into or out of combat in one way when
evaluating A but moves these units in a different way when evaluating B. Then it can turn
out that the model in question produces results for B that are better (for the side in question)

than its results for A due to these different movement decisions, even though fore B is
strictly inferior to force A.

Second, some models divide the theater (or region of interest) laterally into parallel
sectors. Sometimes these sectors are hidden under an overlay of hexagons; sometimes
these sectors are cleary displayed with the frces on either side moving in each of them like

a piston. While this structure in itself causes no problems, problems do occur when this
structure is cumbined with the characteristic just described concerning grouping ground
weapons into units. In particular, this structure exacerbates the decision-nuking problems
discussed above because now, not only do units have to be moved into and out of combat,
they have to be moved to and from particular sectors, and decision rules must (at least
implicitly) exist to move units from sector to sector. If it were possible to determine
decisions that were optimal from a game-theoretic viewpoint, then a sector-type model with

these optimal decision rules could be used to measure the effectiveness of alternative
forces. However, since such optimal rules cannot generally be found, these models use

(frequently complex) heuristic rules to move forces, and the impact of those rules can
dominate the impact of the capabilities of the forces that these models are attempting to

assess.

For eamnple, suppose that such a model is being used to assess two forces, A and

B. Suppose that the results of running the model with A are significantly but not
overwhielmingly better for the side in question than the results are with B. Theii A might be

overwhelmingly beter than B but the decisions made for A were not as good as those made
for B; or B might actually be better than A but the decisions made for A were so much
better than those made for B that A appeared to be better than B according to the results of
the model (these results being necessarily dependent both on the quality of the forces
involved and on the decisions made for thosc forces). In the structure suggested above

(using the proposed new input FS), this would be much less likely to happen (and in many
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reasonable cases, perhaps even all reasonable cases, it cannot happen) because this I
structure locates and moves (fractional) weapons, not units, among the various combat
areas.

4. Output Measures

a. Killer-Victim Scoreboards

The algorithm used by COMBAT to compute killer-victim scoreboards is rather

elementary. While this algorithm may be sufficient for many purposes, more complex (and

contextually specific) algorithms have been proposed. Additional research to investigate
the properties of these algorithms could be performed. See Section B.4.g of Chapter III of

Reference [26] and (all of) Reference [29] for details.

b. FEBA Movement

COMBAT does not simulate the capture or loss of territory. That is, it does not
simulate the movement of the Forward Edge of the Battle Area (FEBA) or (synonymously
here) of the Forward Line of Own Troops (FLOT). This could be done, for example, as

described in Section B.4.f of Chapter II of [26] (see also Section C.4 of Chapter VI of that

reference). If the simulation of FEBA movement is added to COMBAT, it might also be
desirable to incorporate and relate bounds on the atuition being suffered to the average rate
of'this movement. A discussion of a general method for doing this is given in Appendix D. I

c. Different Uses fr Different Scores

COMBAT can use weapons scores in essentially two ways. First, it uses these
scores to calculate force ratios and other output measures. Second, it can (optionally) use

such scores to calculate allocations of fire. There is no immutable reason why the scores
ited to compute output measures need to be the same (or even be computed by the same

method) as the scores used to compute allocations of fire. For example, the scores used to
compute allocations of ftre could vary over time as discussed in Chapter IV above, while
the scores used to compute output measures could be computed once and then held fixed I
throughout an analysis. Currently, COMBAT does not allow two different sets of
weapons scores to be used in these two different ways within the same run of the model.

I
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I 5. Changing Data Values During a Simulation

As discussed in Section A of Chapter V, when COMBAT is being used a: a
dynamic simulation of warfare, it simulates the passing of time by stepping though time in

inxrvals of fixed length. These inturvals are frequently called time periods, and many other

models also process time in this manner. In all such models, it is generally desirable to be

Pble to chzage the value of any input at the beginning (or, essentially equivalently, at the

end) of any time period.

For example, some inputs concern the numbers of weapons systems initially in the

combat arena, and the model changes the values of these inputs over time to account for
attrition. For such inputs, it is generally desirable to be able to increment their current
values at any time period to account for new weapons that enter the combat arena at that

time period (and to decrement their values to account for non-simulated losses or transfers
out of the combat arena). Other inputs concern the effectiveness of weapons systems, and
usually models do not automatically change the ,,alues of these inputs over time. For such
inputs, it is generally desirable to be able to replace their current value with a new value at

any time period for any of a number of reasons.

COMBAT is not currently capable of accepting any change to any of its input values

during the course of a run of the model.

6. User Interface

The input structure and output formats of COMBAT are quite rudimentary. While

adequate for research purposes involving relatively small numbers of weapon types, these

structures and formats would not be suitable for analyses involving large numbers of

different types of weapons.

B. LIMITATIONS THAT PRIMARILY AFFECT AIR COMBAT

The major limitations of using COMBAT (as currently coded) to dynamically

simulate air warfare can be grouped into four categories. First, COMBAT requiies a fixed

assignment of aircraft to missions. Second, non-lethal suppression cannot be modeled.

Third, details concerning the timing of various air interactions within a time period are not

representable. Finally, some potentially important characteristics of deep strikes are not

representable. Each of these is discussed, in turn, below.
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1. Fixed Assignments of Aircraft to Missions I
There are many different missions to which combat aircraft can be assigned. For

example, Reference [26] considers the following 12 rpes of combat missions: I
MISSIONS FOR AIRCRAFT 3

Offensive Missions

Close air support-direct attack

Close air support-escort

Close air support--SAM-suppression
Interdiction--direct attack [

Interdiction--escort 3
Interdiction-SAM-suppression
Air base attack-direct attack

Air base attack-escort

Air base attack-SAM-suppression

Belt SAM-suppression

Defensive Missions

Battlefield defense (i.e., area defense in front of the SAM belt) I
Air base defense (i.e., area defense behind the SAM belt)

In reality, any combat aircraft could be assigned to fly one of at least two of these
missions; many types of combat aircraft could fly several types of these missions, and

some types of combat aircraft could fly all of these types of missions. Further, aircraft can

(in general) change missions on any day of the war. As described in Section D. 1 of

Chapter II, COMBAT requires that each aircraft be assigned to a particular mission and no I
mission assignments can be changed over the course of the war being simulated.

2. Non-Lethal Suppression

COMBAT cannot currently simulate non-lethal suppression of any kind. Systems
either are fully operational and continue to perform their mission (assuming input average
effectiveness parameters) or have been destroyed by enemy fire. For example, in
COMBAT, SAMs cannot be suppressed without also being killed by enemy SAM

suppression aircraft, aircraft cannot be forced to jettison their ordnance and return home

alive (but unsuccessful) due to enemy defenses, and runways on air bases cannot be
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attacked thereby (potentially) suppressing the aircraft on those bases (until the runways are

repaired) without killing those aircraft, In reality all of these types of suppression are
possible.

3. Timing of Interactions

In reality, the order in which air interactions occur during any period of time can be

important. For example, escort aircraft want to engage enemy defense aircraft before those

defenders can engage the attacking aircraft being esccrtecd Defensc aircraft want to engage

enemy attacking aircraft before those attack aircraft can deliver their ordnance against

ground targets. Similarly, surface-to-air missile (SAM) suppression aircraft want to

engage enemy SAMs before those SAMs can engage (direct) attack aircraft, and SAMs

want to engage enemy attack aircraft before those attack aircraft can deliver their ordnance

against ground targets. Also, geography dictates certain orderings. For example; aircraft

on air base attack missions would (in general) first be vulnerable to enemy battlefield

defense aircraft and SAMs in the combat area, then be vulnerable to enemy SAMs in the

SAM belt, then be vulnerable to enemy air base defense aircraft, then be vulnerable to
point-defense SAMs at the enemy air bases they are attacking.

As currently coded, COMBAT essentially assumes that all interactions occurring

during a time period are evenly spread over the duration of that time period. That is,

COMBAT can be used to simulate all of the interactions described just above, but not the
order in which these interactions are likely to occur during a time period.

4. Selected Characteristics of Deep Strikes

a. Interdiction Missions

As currently coded, COMBAT cannot meaningfully simulate interdiction missions.

b. Air Base Attack Missions

In reality, if a side has fewer shelters than aircraft, then some aircraft would (in
general) be unsheltered when their air base is attacked and hence be more vulnerable to

those attacks than sheltered aircraft. Conversely if, over the course of combat, aircraft have

suffered sufficient attrition (in the air) that a side eventually has more shelters than aircraft,
then the extra (empty) shelters could serve as decoys (as in a "shell game") to reduce the

effectiveness of an enemy air base attack. As currently coded, COMBAT essentially must
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assunw thst a fix-ed percentage of each type of aircraft is sheltered throughout the war being I
simulated. In addition, as noted in Section 2 above, COMBAT cannot meaningfully

simulate attacks on runways.

5. Summary

With sufficient ingenuity, COMBAT can be used to simulate several aspects of air
warfare in a highly aggregated manner. Significant effort would be required to allow 3
COMBAT to simulate either additional aspects or more detail concerning air combat.

I
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II
VII. SUMMARY DOCUMENTATION OF THE COMBAT

- COMPUTER PROGRAM

_ The purpose of this chapter is to document the COMBAT computer program

sufficiently well so that an interested reader can relate the notation and methodological

descriptions given above to the computer variables and procedures used in the code, and

can meaningfully run this program.

A. INPUTS

I ,1. Input Data

All of the inputs to COMBAT are listed (in alphabetical order) on Table VII-1.£ Most of these inputs have been defined and discussed in the chapters above. For each such

input, Table VII-1 gives the corresponding algebraic notation (if any) that is used for that3 input above, and it gives the primary location (by chapter and section) where that input is

defined and discussed. That chapter and section should be consulted for the definition of

that input.

Table VII-1 also gives the conditions under which values for each of the inputs are

required-..values for some inputs are required only for certain values of other inputs. If

values for an input are not required, these values must not appear in the input data file.

The inputs to COMBAT that were not defined in the chapters above are defined on
"I Table VII-2. (Dashes in the "Notation" and "Chapter & Section" columns on Table VII-1

indicate that the input in question was not defined and discussed above.) In addition,

definitions for a few inputs that were discussed above but are closely related to these newly

defined inputs are also given on Table VII-2. All of the input:; that appear on both Table

VIU- I and Table VII-2 are marked with an asterisk on Table VI- 1.

Table VII-3 repeats the definitions given on Table VII-2 for "multiple choice" inputs

that concern weapons scores and allocations of fire. Table V11-3 is included so that the

definitions of these interrelated inputs can be listed in one place.
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Table VI1-1. Relationship Between the FORTRAN Inputs to COMBAT and the I
Algebraic Notation of Chapters II through V

FORTRAN Algebraic Chapter & Section Conditions Under Which
input Notation Conmining Definition Liput Is Required I

AC(I,IS) II.D.2.a NA(IS) Z: 1

CAREA C V.B.1 always

E(I,IS) e I.B always

EA(I,IS) II.D.2.a NA(IS) > I1

FILEIN* - -- always

IALMTH(IS)* a MI.A.2 always I
IALVAL(IS)* none IV.A always 3
IALWT* always

IALWTA* NA(e) Ž 1 3
IATRTE(IS)* none V.B.2 always

INF-L* always

INVAL* v II.B always 3
IRSCRN* always

IVSUMP* INVAL =6 6

IWSCRN* always

IWSCRO* IRSCRN = I and I
IWSCRN 2

II h II.B always I
N(IS) Ns II.B always 3

(continued)
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Table V11-1. (Continued)

UFORTR-AN Algebraic Chapter & Section Conditions Under Which

Inpuit Notation Containing Definition Input Is Required

INA(IS) lsII.D.2.a, always

I NAMVAR* - -always

NPER* T II.E. 1 always

U NWNAME - - IRSCRN =I

P(I,J,IS) P.. II.B always

PA(I,J,IS) 4 II.D.2.a, NA(IS) a 1

Q(I,IS) ffi .D IALMTH(IS) = 2 or 3

IQA(I,!S) IIILD NA(IS)Ž- l and

IALMTH(IS) = 2 or 3

TPCLAA(I,J,IS) A. IU.B NA(IS) Z: I and

1 IALWTA = 1

As
TYPCLA(I,J,IS) A.. III.B IALWT =

A S
TYPCLW(IIS) W.i Ill.B IALWT7 =I

U(I,IS) U S V.B.1 IFVUL = 1

V(I,IS) none II.F INVAL = 0

IW(H,,S) WSIIB always

ZBOU(I,IS) V.B.2 IATRTE(IS) = 4

5ZROBSF same V.C. I always (c ni ud
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Table VII-1. (Concluded) a
I

Notes:

1. FORTRAN inputs marked with an asterisk also appear on Table VII-2. I
2. The indices used for the FORTRAN inputs on this table are as follows: IS denotes

side; I denotes eithr weapon type or airaft type (as appropriate for the input in
question) on side IS, and J denotes weapon type on the enemy's side.

3. The indices used in the algebraic notation on the table are as follows: s denotes side, i 3
denotes weapon type on side s in non-underlined expressions, i denotes aircraft type on
side s in underlined expressions, and j denotes weapon type on the enemy's side.

I
I
I
I
I
I
I
I
I
I
I
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Table VII-2. Defifnlons of FILEIN, IALMTH, IALVAL, IALWT, IALWTA, IATRTE,
IFVUL, INVAL, IRSCRN, IVSUMP, IWSCRN, IWSCRO, NAMVAR, NPER, and

NWNAME

FILEIN - the name of the file from which other inputs are to be read.
The code always asks for the input name for FILEIN to be typed
from the keyboard, without quote marks around it. If no extension
is given, the code automatically assumes an extension of ".DAT".
FILEIN is read in CHARACTER*12 format.

IALMTH(IS) - the index for the method to be used to compute allocations
of fire for side IS, where:
0 - allocations are proportional to the weighted number of enemy

weapons of each type,
1 - allocations are proportional to X(I,J)*(the weighted number

of enemy weapons of type J),
2 - allocations are a convex combination of:

a) all type-I weapons on side IS shoot at the type-J enemy
wcapon that maximizes X(I,J), and

b) allocations that are proportional to X(I,J)*(the weighted
number of enemy weapons of type J), and

3 - a.llocations are a convex combination of:
,a) all type-I weapons on side IS shoot at the type-J enemy

weapon that maximizes X(I,J), and
b) allocations that are proportional to the weighted number

of enemy weapons of each type,
where if IALVAL(IS) - 1 then

X(I,J) - E(I,IS)*P(I,J,IS)*E(J,JS)*P(J,I,JS),
and if IALVAL(IS) > I then

X(T,J) - E(I,IS)*P(I,J,IS)*V(J,JS),
where JS - 3-IS and V(J,JS) is the score (value) of an enemy
weapon of type J computed using the method specified by the input

all INVAL.

IALVAL(IS) - the index for the relationship between allocations of fire
and weapons scores (values) to be used for side IS, where:
1 - allocations are independent of weapons scores,
2 - allocations are interconnected with weapons scores, and
3 - allocations depend on base case (INVAL - 0) or first time-

period (INVAL > 0) scores.

IALWT - the index for whether certain inputs are required to compute
allcoations of fire for fully-interacting weapons, where:
0 - data for the input arrays TYPCLA and TYPCLW are not to be

entered, the code calculates allocations of fire as if
TYPCLA(I,J,IS) - I/N(JS) and TYPCLW(I,IS) - 1 fou all
relevant I and J on both sides, and

1 - data for the input arrays TYPCLA and TYPCLW must be entered.

(continued)
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Table Vi1-2 (Continued)

IALWTA - the index for whether a certain input is required to compute
allcoations of fire for (non-interacting) aircraft, where: U
0 - data for the input array TPCLAA are not to be entered, the

code calculates allocations of fire as if TPCLAA(I,J,IS) -
1/N(JS) for all relevant I and J on both sides, and U

1- data for the input array TPCLAA must be entered.

IATRTE(IS) - the index for the method to be used to determine the
attrition inflicted by weapons on side IS, where this attrition is
computed by assuming:
0 - a Lanchester square firing process,
1 - a perfect shoot-look-shoot firing process, r
2 - a uniformly coordinated firing process,
3 - an uncoordinated firing process, and
4 - a mixture of uniformly coordinated and uncoordinated fires.

IFVUL - the index for whether a certain input is required to compute the
fraction of weapons that are vulnerable to enemy fire, where: I
0 - data for the input array U are not to be entered, the code

calculates vulnerability as if U(I,IS) - 1 for all relevant I
on side IS, and

1 - data for the input array U must be entered.

INVAL - the index for the method(s) to be used to compute weapon scores
(i.e., weapon values), where: I
0 -Specified,

1 - APP,
2 - APPVUL,
3- PEXPOT,
4 - DYNPOT,
5 - LEVPOT, and
6 - all methods.

IRSCRN - the index for whether certain inputs are to be entered
interactively (i.e., read from the keyboard) when running COMBAT, I
whe re :

0 - no (only FILEIN is read from the keyboard, all other data are
contained in the input data file), and 3

1 - yes.

IV5$A4P - the index for the scoring method to be used when INVAL - 6 to
determine the arrays that are displayed on the sumnary output
table, where:
1 - APP,
2 - APPVUL, I
3 - PEXPOT,
4 - DYNPOT, and
5 - LEVPOT.

(continued)
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I Table Vi1-2. (Concluded)

IWSCRN - the index for whether certain results will be written to the
screen in addition to being written to an output file, where:
0 - no,
1 - yes, and

2 - base this decision on IRSCRN and IWSCfO--if IRSCRN - . and
IWSCRO - 1, then yes; otherwise no.

"IWSCRO: If both IRSCRN - 1 and IWSCRN - 2, then IWSCRO determines
whether certain results will be written to the screen in addition
to being written to an output file, where:

0 - no, and

. - yes.
If either IRSCRN 0 1 or IWSCRN * 2, then IWSCRO is not used.

I NAMVAR - an input (in CHARACTER*13 format) that must be provided as the
first entry on each record of the input data file. The code makes
no use whatsoever of this input--its sole purpose is to help users
of COMBAT identify the other data entries on that record. This
input must have single quote marks around it. The null input, '',

is allowtd for NAMVAR.

I NPER - the number of time periods over which combat attrition is to be
simulated. Setting NPER - 0 is useful for comparing all of the
methods for computing weapons scores (INVAL - 6) based on the
initial (input) data. If INVAL - 6 and NPER k 1, then the results
displayed on the ".SUM" output file apply to values computed after

*NPER periods of attrition have been assessed. If INVAL • 5 and
NPER - 0, then the ".OUT" output file will only display the inputs
and soma intermediate calculated arrays. Major results are
displayed on the ".OUT" file only if NPER Z 1.

I NWNAME - an input (in CHARACTER*8 format) that will be requested from
the keyboard (without quote marks around it) if IRSCRN - 1 in
order to name the output file(s). If no entry is provided (i.e.,
the response to this request is Just the return (or enter)
keystroke), then the (first) name of FILEIN will be used to name
the output file(s); otherwise, this entry will be used as the
first name of the output file(r). (If IRSCRN - 0, the first name
of FILEIN will always be used to name the output file(s).)

I
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Table VII-3. Definitions of IALMTH, IALVAL, and INVAL 3
IALMTH(IS) - tho index for the method to be used to compute allocations

of fire for side IS, where: I
0 - allocations are proportional to the weighted number of enemy

weapons of each type,
1 - allocations are proportional to X(I,J)*(the weighted number I

of enemy weapons of type J),
2 - allocations are a convex combination of:

a) all type-I weapons on side IS shoot at the type-J enemy I
weapon that maximizes X(I,J), and

b) allocations that are proportional to X(I,J)*(the weighted
number of enemy weapons of type J), and

3 - allocations are a convex combination of:
a) all type-I weapons or, side IS shoot at the type-J enemy

weapon that maximizes X(I,J), and
b) allocations that are proportional to the weightcd numberm

of enemy weapons of each type,
where if IALVAL(IS) - 1 then
X(I,J) - E(I,IS)*P(I,J,IS)*E(J,JS)*P(J,I,JS), I
and if IALVAL(IS) > 1 then
X(I,J) - E(l, IS)*P(I,J, IS)*V(J,JS),
where JS - 3-IS and V(J,JS) is the score (value) of an enemy
weapon of type J computed using the method specified by the input
INVAL.

IALVAL(IS) - the index for the relationship between allocations of fire I
and weapons scores (values) to be used for side IS, where:
1 - allocations are independent of weapons scores,
2 - allocations are interconnected with weapons scores, and
3 - allocations depend on base case (INVAL - 0) or first time-

period (INVAL > 0) scores.

"INVAL - the index for the method(s) to be used to compute weapon scores U
(i.e., weapon values), where:
0 - Specified',

1 - APP,.
2 - APPVUL,
3 - PEXPOT,
4 - DYNPOT,

5 - LEVPOT, and
6 - all methods.

3
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Table VII-4 gives the range of allowable values for each of the inputs to COMBAT.

These inputs are listed in alphabetical order on Table VII-4. One of these inputs,

IALVAL(IS), has a particular set of restrictions concerning its allowable values. These
restrictions are listed on Table VII-5.

2. Input Files and Procedures

COMBAT contains a rather rudimentary input routine. Inputs must be entered in a
certain order, discussed below, with some (at least one) of these inputs being provided

from the keyboard, and others being provided from an input data file. The first input that

COMBAT expects, FILEIN, is the name of that input data file, and COMBAT always
expects this name to be provided from the keyboard. The input name for FILEIN can be
entered either with or without an extension. If no extension is given, the default extension
of ".DAT" is appended to the input name. The next inputs that COMBAT expects are

values for NAMVAR, IRSCRN, and IWSCRN, which it expects to find as the ffist set of
entries in the input data file specified by FILEIN.

NAMVAR is a character variable that is read in as the first entry of each record in
the input data file. The value of NAMVAR is totally ignored by the code--its sole purpose
is to help users of COMBAT identify the other entries in each record.

If the value given IRSCRN is zero, then COMBAT will expect all of the rest of the
inputs to come from the input data file (and so, in this case, all of the inputs to COMBAT

except for FILEIN must be in the input data file). The order in which these inputs are to
appear in the input data file when IRSCRN - 0 is givcp on Table VII-6. (Table VII-6 also

repeats the conditions under which each of these inputs is required.) Figure VII- 1 gives an

example of an input data file with IRSCRN - 0.

If the value given IRSCRN is one, then COMBAT will expect some inputs (in

addition to FILEIN) to come from the keyboard and others to be in the input data file. The

inputs that COMBAT expects from the keyboard when IRSCRN = I (in the order in which
they are requrested) are given on Table VdI-7. The order in which inputs are to appear in
the input data file where IRSCRN - I is given on Table VII-8. (Table VII-7 also gives the
conditions under which each of its inputs is requested, and Table VII-8 also repeats the
conditions under which each of its inputs is required.) Figure VII-2 gives an example of an

input data file with IRSCRN = 1.

Except for FILEIN, all inputs are read in as list-directed records. FILEIN is read in
A 12 format.

VII-9



Table VII-4. Range of Allowable Values of Inputs

T n~put a nn ag

AC (1,IS) (0,..) N(IS) 11, 2,...,WYPE)1

CAREA1 [0,-) NA (IS) (1, 2,,, NATYPEI1

E (1,IS) [0,-) NAHVAR CHARACTER*13

EACI,IS) (0,-) NPER (0,1,2,...)

FILEIN CHARACTER*12 NWNAZ4E CHARACTER* 8

1ALZ4TH(XS) (0,1,2,3) P(I,J,IS) 10,1]

ZALVALCIS) (142,3) PA(I,J,IS) (0,1]

ZALWT 40,1) Q(IIS) (0,11

IALWTA (01-1) Q(1,,I1) (0,1)

IATRTE(IS) (0,1,2,3,4) TPCLA (1, J, IS) 10,1]

IFVUL (0,1) TYPCLA (1,J, IS) (0,11

INVAL (0,1,2,3,4,5,6) TYPCLW (1,IS) (0,..)3

IflSCRN (0,1 U(I,IS) [0,1]

IVSCJMP (1,2,3,4,5) V(IIS) (0,..)5

INSCHN (0,1,2) W(I,IS) (0,-)

ITVSC"O (0,11) ZBOtl(I,IS) (0, 1)

11 11, 2, .. N (1)) ZROBSF (0, 1) U t2,4J

1 !TYPE and NATYL'E are symbolic constants whoae vlaues aire 3et in a
PARAMETER statement--see Section B for details.
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I Table VII-5. Special Restrictions that Apply to IALVAL(IS)

I
Both of the following restrictions apply to the values input for IALVAL(IS).£ (1) If LALMTH(1) = 0, then IALVAL(1) must equal 1; and if IALMTH(2) = 0,

tmen IALVAL(2) must equal 1.

5 (2) IALVAL(1) must equal IALVAL(2) unless INVAL = 0. If INVAL =0 then:

(a) IALVAL(1) = 1 means that IALVAL(2) must equal 1 or 3,

(b) IALVAL(1) = 2 means that IALVAL(2) must equal 2, and

5 (c) IALVAL(1) = 3 means that IALVAL(2) must equal 1 or 3.

V
I
I
5
£
I
I
I
I
I
I Vli1i-

I



Table VII-6. File Inputs, In Order, If IRSCRN z 0

Conditions under whichI
Tnput nrput 4% RaQUirad

'NAMVARI, IRS CRN, IWSCWY4 always

'NAMVAR', INVAL, NPER always3

'NAM.AR', IALVAL(1), IALVAL(2) always

'NAHVAR', IALMTH(l), IALMTH(2) always3

'NAHVAR', IVSUNP INVAL - 6

'NAMVARN, N'(1), N(2),. 11 always3

'NAMVARI, V(I,l) INVsL -O0
'NAMVARI, V(1,2)

INAMVARI, 0(1,1) IALMTH(1 - 2 or 3
INAMVAR', Q(I,2) IALMTH(2) - 2 or 33

'NAMVARW, W(E1,1) always
'NAMVAR', W(1,2)I

I NAMVAR I, E (1,1) always
'NAMVAR', E(1,2)

'NAMVAR', P(1,J,1) always
'NPJ4VAR',

'NA1,4VAR',

'NAMVAR', P (N(l),J,1)
'NJMVAR', 2(1,J,2)

INAZ4VAR',

INMAI P(N(2),J,2) U
'NANVAP'1, ZROBSF, CAP.EA always

'NAMVAR', IATRTEC1), IATJ&TE(2) always5

'NAMVAR', ZBOU(I,1) IATRTE(l) - 4
'NAMV'iRI, ZBOU(I,2) IATRTE(2) - 4

'NAMVAR', IALWT, IFVUL always

(continued)I
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I Table VII-6. (Continued)

1 Conditions Under Which
Inpaut is Rt-quired

3 NAMVAR', TYPCLW(I,1) ILT- I
'NAM4VAR I, TYPCLW(I,d2)

'NAHVAR', TYPCLA(1,J,1) IALWT - 1

'AARTYPCLA(N(l),,J,1) U

'NAZ4VAR', TIYPCLA(N(2,J,2)I '~NAMVAR',UI,)ItL-1
'NAMVAR'TJI2U

*1 NAMVAR, NAPCI), (1A(2), aJay)

INAHVARI, U (1, 1) () 3.ADILT()-2o35 '~~NAMVARI, QA(1,2) N()Ž1ADILT() 2o

'NAMVARI, NAM(,1N() Nalways5 NAHVAR', QA(I,2)NA- tIADILT()-2o3

'NANVAR', EA(I,2) NA() 2! 1 ADILT()-2o

'NAMVAR', EA(I,2)

'NANVAP', PA(1,J1) NA() ;1 1

'NAMVARI,
'NA24VA.R',

'NAMVARI, PA(NA(1),J,1)

I 'NA14VAR I
'NAMIVAR',
INKAI PA (NA (2), J, 2)

'NANVAR', IALWTA NA(-) 1

I (continued)
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Table VII-6. (Concluded)I

Conditions Under Which
TnnutTnput im B~mrEad1rr

*NAM(JRt , TPCLAA(2.,J,l) NA(-) 1 2 and IALWTA -2

'NJMVAR'
'NJUVAR, 'NAMARI TPCAA(A(1)JI
'NAMVAR', TPCLAA(A1),J,2.)

I NAWMVAI, &PLAtJ2

I NAW4M I ,
'NANVARI,

'NAMVAR', TPCLAA(NA(2),J2
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-I
SIRSCRNIIW8CRN" 0 0I INVALNPER v 6 0
SIALVAL(IB) " 1 15 IALMTH(IS) ' 0 0
"lVsUMP " 1

"N(1),N(2),I1 i 4 5 1
W( 1.,1) ' 150 75 100 50

"E(.,2) 1 250 100 75 100 150
"EC.91) " .8 .4 .6 1

•E(.92) - .8 .2 .8 .4 .8
"P(1,.91) • .3 .4 .45 .5 .55
"P(29.91) " .25 .3 .35 .4 .45
"P(3,.11) . .2 .25 .3 .35 .4
'P(4,.91) # .15 .2 .25 .3 .35
"P(1,9.2) .15 .25 .3 .3!
"P(2,.,2) ' .1 .2 .25 .3
"P(39.v2) .08 .15 .2 .25
"" P(4,. 2) .06 .1 .15 .2
"P(5.112) .04 .05 .1 .15
"ZROBSFCAREA - 3. 2.

"IATRTE(IS)Z 0 0
'IALWTIFVUL ' 0 0
"-NA(1),NA(2) " 3 4
"AC(.,1) 0 150 75 100
"AC(.,2) a 250 100 75 125
'F•A(.,1) 0 1.8 2.8 3.3
"*EA(.,2) " 0.8 1.4 2.4 3.9
"PA(1,. ,1) 0 .3 .4 .45 .3 .4
"PA(2,.,I) " .25 .3 .35 .25 .35
"PA(3,.91) f .2 .25 .3 .2 .3
'PA(•,l2) 0 .15 .25 .3 .4
"PA(2,.,2) " .1 .2 .25 .35
'PA(3,.,2) 0 .08 .15 .2 .3
'PA(49.,2) ° .15 .25 .3 .4
• IALWTA 0

I

1 Figure VII-1. A Sample Input Data File with IRSCRN : 0

IV
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TOblW VII-7. Keyboard inputs (In the Order In Which They Can be Requested) If a
IRSCRN x 1

Conditions Under Which I
Tu TInqut is Rmafycstad

FILEIN always I
NNNAME always 1
INVAL always

IVSUMP INVAL - 6 3
IALVAL(i), always
ZALVAL (2) 1
IALMTH(1) always

IALZTH (2) always 3
NPER always

V(I, 1) INVAL - 0

V(I,2) INVAL - 0 3
0(I,1) IALMTH(1) - 2 or 3

Q(I,2) IALMTH(2) - 2 or 3 £
IWSCRO IWSCRN - 2

3
a
I
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I ~ ~Table VII-S. File Inputs, In Order, If IRSCFIN 1

I Conditions Under Which
LAP= Ztil- im Rglquir~d

3 NAMVARI, IRSCRN, IWSCRN always

'NAMVAR', NMl, N(2), 11 always

I'NANVAR', W(I,l) always
'NAMVARI, W(I,2)

'NAMVAR', E(I,l) always
INAMVAR', E (1,2)

'NAMVAR', P(l,J,l) always

I NAW4AR I
'NAHVAR',I NANVARI, P (N(1) ,J, 1)
'NAHVAP.', P(1,J,2)

'NJANAR I,INHAI P (N(2), J, 2) wy

I NAMVAR, zRoBsF, c~Aawy

3 *NAHVAR', IATRTZ~l), IATRTE(2) always

'NAMVAR', ZBOU(I,l) IATRTE(l) - 43 NAMVAR', ZBOU(1,2) IATRTE(2) - 4

'NANVAR', IALWT, IFVUL always

INAI4VAR', TITCLW(I,l4 IALWT - 1I'NAMVAR 1, TYPCLW(I,2)

INAMVARI, TYPCLA(1,J, 1) IALWT - I

'NANVARI,

I 'NA14VAR',

INAMVAR', TYPCLA(1,J,2)

'NAZ4VAR',

3 (continued)
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Table VII-8. (Concluded)

Conditions Under Wbich5
ZA= Tnnut in RfaqUirgd

'NAHVAR U (1,1) IFVUL - 1
'NAMVARU U(1,2)

'NAMVAR, NA(J), NA(2) always1

INM~VARI', QA(I,1) NA(-) 2: 1 AND IALMTH(l) - 2 or 3
'NANAR, QA(1,2) NA( L) - 1 AND IALMTH(2) - 2 or~ 3

'NAIA'AR, AC (1,1) NA(* 2 1
NALMVAR' AC(I,2)

'NAMVAR', EA(I,1) NA(*) 2 11
1 NAMAR'I EA(I,2)

I NANVAR v PA(1,J,l) NA (a) Z 13
'NAW4AR'

'NAMVAR'

'NAWJAR' PA (NA (1) ,J, 1)
INAMVARI, PA(1,J,2)
'NAWJAR',
I NAMVAR' I

I NAMVAR I, PA (NA (2), J, 2)3

I NAMVARI, IALlITA NA(-) 2: 1

ONAE4VAR', TPCLAA(1,J,l) NA(*) 2 1 and IALWTA 13

0 NANVAR 1 1
INAHVARI,

INANVARI, TPCLAA (NA (1) ,J, 1)U
INAWMIA, TPCLAA (1, J,2)
I NANVAR 1
INANVARf,S

'NANVAR', TPCLAA(NA(2),J,2)
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I

'IRSCRNIWSCRN' 1 1
N (1),N(2),q1 4 5 1
-W(.,1) 150 75 100 50

'W(.,2) 250 100 75 100 150
1E(.,1) .9 .4 .4 1
'E(.,2) @. .2 .s .4 .8
"P(1,.,1) ' .3 .4 .45 .5 .=
P'(2,.,1) '.25 .3 .35 .4 .453 'P(3,.,1) ' .2 .2Z .3 .3@ .4

'P(49.,1) .15 .2 .25 .3 .35
'PC1,.,2) '.15 .25 .3 .3=

".1 .2 .25 .3
'P(3,.,2) ' .09 .15 .2 .25

'P(4,.,2) .06 .1 .15 .2
-P(5,.,2) .04 .05 .1 .15
"ZROC3FoCAR.A 3& 2o
' ZAT•rIECZ) 3 4
'ZOU(. ,2) .0 .25 .50 .7Z 1.
Z'ALWTXFVUL 0 0
NAC 1),NA(2) 0 0

I
I
I

I Figur VII-2. A Sanple Input Det File with IRSCRN u 1
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B. SYMBOLIC CONSTANTS

COMBAT defines and uses the symbolic constant NTYPE to declare the 3
appropriate dimension bounds of arrays that are functions of the number of types of (fully
intwacting) weapons on either side, and it defines and uses the symbodic constant NATYPE £
in an analogous manner for (non-interacting) aircraft. Values for NTYPE and NATYPE
are set by the PARAMET statement contained in the file COMBAT.PAR. As indicated
on Table VII4, N(IS) should not exceed NTYPE and NA(IS) should not exceed NATYPE I
for either value of IS. A user of COMBAT can freely change the values of NTYPE and

NATYPE by editing the file COMBAT.PAR, recompiling the program units that include I
COMBAT.PAR, and relinling. The internal calculations made by COMBAT are designed
to handle arbitrarily large values for NTYPE and, NATYPE-the limits here are essentially
the size of available computer memory and practical running times. However, while some
of the output formats can handle large values for NTYPE and NATYPE and produce easily
readable results, others will produce output that is difficult to read.

The file COMBAT.PAR also sets the symbolic constant MOEDIM = 5. This 5
constant is fixed at 5 in that it cannot be meaningfully changed without also changing a
significant number of executable statements in various portions of the code. 3

The symbolic constant MAXNWC is set and used in Subroutine PSLSAE, which is
called to compute shoot-look-shoot attrition if IATRTE(IS) - 1 for side IS. If IATRTE(IS) I
= I, then MAXNWC must be large enough so that

NSWU,IS) / CAREA r. MAXNWC.
l-l

MAXNWC is only used to declare dimension bounds of some local arrays in Subroutine
PSLSAE, and it can be set equal to one if shoot-look-shoot attrition is not being simulated. I
Only the size of available memory and pictical running times limit how large MAXNWC

can be,

C. OUTPUTS 3
1. Output Files

All relevant inputs, selected intermediate results, and major results concerning

wcapons scores, allocations of fire, and attrition produced by a run of COMBAT are

written onto a file with the extension ".OUT". If IRSCRN = 0, then COMBAT sets the
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first name of this output file to be the same as the first name of the input data file (which is

stored in FILEIN). If IRSCRN = 1, then COMBAT requests that a first name for this

output file be entered from the keyboard. (This is the entry for the character input

NWNAME.) If, in response to this request, no entry is given (i.e., only the return or enter

key is struck), then COMBAT again uses the first name of the input data file here.

Otherwise, if a meaningful entry is given in response to this request, then this entry is used

as the first name of this output file.

If INVAL - 6, then COMBAT also writes selected inputs and results concerning

weapons scores as computed by each of the methods (APP, APPVUL, PEXPOT,

LEVPOT, and DYNPOT) onto a file with the extension ".SUM". The first name of this

file will always be the sameo as the first name of the ".OUT" file produced by that run.

Both of these output files are opened with STATUS = 'UNKNOWN'.

1 2. Output Data

3 a. Output of Inputs

As indicated above, the values of all relevant inputs are written onto the

corresponding ".OUT" file, and (if INVAL = 6) a selected subset of these input values are

also written onto the ".SUM" file. The values of these inputs on these files are listed

following their FORTRAN names, and the definitions of these FORTRAN names can be

found using Table VII-1 above.

b. Some Calculated Arrays

After listing inputs, selected intermediate results are listed on the ".OUT" file (if

NPER > 0) and on the ".SUM" file (if INVAL = 6). These results are called "calculated

arrays" on those files. A list (in alphabetical order by FORTRAN name) of all of these

calculated arrays is given on Table VU1-9. That table also defines these arrays in terms of

the algebraic notation introduced in Chapters IH and HI above. Descriptions of these arrays

(in a logical order) are given below.

n
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Table VII-9. Calculated Arrays Written to Output FliesI

Chapter & Section
FORMR N Equivaleftt Term in Defining Relevant

Arry Name Algebraic Notation Algebraic Notation

A(IJ,TIS) A S II.B.ii

AA(I,J,IS) A * III.B

JII

ABI(I,J,IS) Ii I.B

AKI(I,J,IS) ILD..B

ALA(I,J,IS) 3IL.D.2.aIKij

FRK(I,J,IS) 4S II.c 3.
FRK(I,J,IS) kII.B

RKK(I,K,IS) K K II.BU
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U
I A(IJIS): This any gives the operational allocation of fire for the (fully interacting)

weapons in the particular forces in question. That is, A(IJ,IS) is the FORTRAN notation
for the algebraic term which is defined in Section B of Chapter II, is calculated as

Sdesv'ibed-in Chaptr• III and IV, and is used extensively throughout COMB AT.

AB(II,IS): Base (optionally, if IALWT - 1) on the input alocation of fire

TYPCLA against the enemy force given by TYPCLW, this array gives what the allocation
of fire (of fully interacting shooters) would be against a hypothetical enemy force that
consisted of equal numbers of all of the types of (fully interacting enemy) weapons being
considered. This array is useful for helping understand the impact of particular values for
TYPCLA and TYPCLW, for comparing allocations of fire with those obtained using other3values for TYPCLA and TYPCLW, for comparing allocations of fire when IALMTH(IS) Z
1, and for constructing hypothetical examples. (If IALWT - 0, Subroutine INPUT sets

3 AB(IJIS) = I/N(JS) for all relevant I.) This array is also used by Subroutine ALLOCT to

help compute A(IJIS).

3 ABI(IJ,IS): If IALMTH(IS) - 0 and IFVUL - 0, then the operational allocation of
fire being used, A, is computed directly from AB and W, and ABI(IJ,IS) = AB(IJ,IS) for
all relevant I and J for both sides. If IALMTi(IS) > I and/or IFVUL = 1, then A is
computed based, in part, on other terms (see Chapters IH, MI, and IV above for details). In
this latter case, the array ABI is what the array AB would have needed to have been in
order to have computed the same values for A based solely on AB and W (i.e., if IALMTH

and JFVUL had been zeto).

I RK(I,J,IS): This array gives the measures of the capabilities of (fully interacting)
weapons to kill enemy weapons that are used by COMBAT to compute weapon scores.
That is, RK(IJ,IS) is the FORTRAN notation for the algebraic term Ki which is defined

in Section B of Chapter II and is used throughout that chapter in the computation of these

scores.

RKK(I,K,IS): For each IS, this is the array whose non-negative eigenvector yields

the antipotential poteitial weapon scores for (fully interacting) weapons on side IS. That

is, RKK(I,K,IS) is the FORTRAN notation for the matrix product
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where Ks. is as defined in Section B of Chapter H1. In terms of the notation used in U
Appendix A, RKK(i,i',I) corresponds to Ki,.

FRK(I,J,IS): This array gives a measure of the rate at which weapons of type I can
be killed by weapons of type I on side IS. In particular, FRK(IJ,IS) is the FORTRAN

notation for the algebraic term I.i which is defined in Section C of Chapter II and is used

in Sections 2 through 5 of that chapter to address vulnerability in the calculation of I
weapons scores.

ALA(IJ,IS): This array is the equivalent of A(IJ,IS) for non-vulnerable weapons. I
That is, ALA(IJ,IS) is the FORTRAN notation for the algebraic term s as aefined in

Section D.2.d of Chapter HI. This array is not computed, used, or displayed if NA(IS) = 0. I
AA(IJ,IS): This array is the equivalent of array AB for non-vulnerable weapons.

It is not computed, used, or displayed if NA(IS) = 0.

AK(IJ,IS): This aray is the equivalent of RK(I,J,IS) for non-vulnerable weapons.
That is, AK(I,J,IS) is the FORTRAN notation for the algebraic term 1sj as defined in

Section D.2.a of Chapter U1. This aray is not computed, used, or displayed if NA(IS) = 0. 1
c. Major Results Displayed on the ".OUT" File

After displaying the inputs and the calculated arrays AB and, if NA > 0, AA, the I
".OUT" file displays results time period by time period. (If NPER = 0, only the inputs are

displayed; no calculated arays or results are given.) For each time period simulated, the i
".OUT" file displays some calculated arrays followed by some major results for that ti ne
period. These major results are as follows. 5

First, results concerning side 1 firing at side 2 are given. For each type of weapon
on side 2, these results give the number of weapons at the start of the time period, the 3
number killed during that time period, the number remaining at the end of the time period,
and the score of that type of weapon tor that time period. Next, a cumulative killer-victim 3
scoreboard is displayed. Each row of this scoreboard corresponds to a particular type of
(shooting) weapon on side 1, except for the last row which gives a column total. Each

column of this scoreboard corresponds to a particular type of (target) weapon on side 2,
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SI except for the last column which corresponds to the resulting score killed (i.e., the sum

over weapon types of number of weapons killed times the score of those weapons).

3 Before discussing such details concerning the calculation of this scoreboard, note that all of

the corresponding results concerning side 2 firing at side 1 are displayed next. That is,

I after displaying the side 1 firing at side 2 killer-victim scoreboard, the ".OUT' fie displays
the initial numbers of weapons by type on side 1, the numbers of those weapons that are

3• killed during the time period, the resulting numbers of those weapons remaining, and the

scores of those weapons for that time period, followed by a cumulative killer-victim

5 scoreboard for side 2 firing at side 1.

In terms of the algebraic notation used in Chapters II through V above, some details

concerning the calculations of these killer-victim scoeboards are as follows. Let Cisi denote
the number of kills of weapons of type j to be credited to shooting weapons of type i on

side s during the time period in question. Sabroutine KVSCRB computes values for Cs.
using the formula

0. C D.'(WsK!/ i !'!.•)

where D is asdefined in Section C. I of ChapterV and the other termsareasdefined in

Section B of Chapter II. The time-period increment for the last column of this scoreboard3is com puted as 
C . S

j=lIJ
and the time period increment for the last row of this scoreboard is simply

i-l Ii J

3 See Section B.4.g of Chapter IMl of Reference [26] and (all of) Reference [29] for general

di;cussion of th2 computation of killer-victim scoreboards in models, like COMBAT, that

3 calculate v-apon losses using attrition equations.

The last set of .esults displayed on the ".OU i"' file for the time period in question is3- a set of force comparisons. These force comparisons give the initial (at the start of the time

period) force ratio, the final (at the end of the time period) force ratio, and a set of initial,

final, mad cumulative final force comparisons as described in Section E of Chapter II. (For
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example, the entries under "-/minimnum" correspond to values computed using the function I
gn as defined in that section.

While the ".OUT" file displays all relevant inputs, currently no results concerning I
non-vulnerable weapons are given on that file. Such output could easily be added to that
file, if desired.

d. Major Results Displayed on the ".SUM" File 5
If NPER = 0, the results displayed on the ".SUM" file are based diectly on the

input data. If NPER > 1, all of the results displayed on that file are those that apply after

NPER time periods of attrition have been assessed. The ".SUM" file first displays a few

relevant inputs (including the time period, NPER), followed by some calculated arrays

(defined in Section b above), followed by selected major results. These major results are
as follows.

First, the weapons scores and resulting force strengths as computed by each of the

methods discussed in Chapter II are displayed for both sides. These scores are scaled so

that weapon type I1 on side 1 receives a score. of 1 (II is an input). Next, the rlevant
values for P3 are displayed (the FORTRAN variable BETA corresponds to P3 as defined for

each of the methods in Chapter I). Next displayed-are the corresponding weapons scores
and resulting force strengths scaled so that tie average score of all of the (fully interacting)
weapons equals 1. The rationale for this rescaling is discussed in Section C.6 of Chapter
II.

Following these rescaled scores and strengths, a set of force comparisons is 3
displayed These comparisons give, for each scoring method, the side 1 over side 2 force
ratio, its inverse, and its inverse to the power P where P corespnds to p as defined and

discussed in Appendix E, below. See that appendix for the rationale behind the selection of
values for P. These comparisons also give, for each scoring method, the values of the

force comparison measures gn, gh, gg, and gL as defined and discussed in Section E of I
Chapter II, above.

If all of the weapons systems being c,-nsid-ied are fully interacting weapons (i.e.,
NA = 0), then this set of force compar'sons concludes the display of results on the ".SUM"

file. If non-vulnerable weapons systems are being addressed (NA > 0), then the results I
displayed so far on this file concern only fully interacting weapons, and additional results

V
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I that concern non-vulnerable weapons are then displayed. In particular, scores and
strengths for these non-vulnerable systems are given for each scoring method.

This file then concludes with a corresponding set of force comparisons whose
values arc based on the scores and strengths of both the fully interacting and the non-
vulnerable weapons systems,

5 D. SOURCE CODE

Thc source code for COMBAT is contained in 28 files. Twenty-one of these files3 contain program units, six contain COMMON blocks, and one contains a PARAMETER
statement.

3 COMBAT is comprised of 21 program units and each program unit is contained in a
separate file with the same (first) name as the symbolic name of that program unit and with
an extension of ".FOR" (e.g., Subroutine INPUT is contained in file INPUT.FOR, and it
is the only entry in that file). The names of these files are listed in alphabetical order on

3 Table VII- 10.

All of the COMMON blocks in COMBAT are labeled COMMON blocks and all are3 contained in files with the extension ".CMN." There are six such files, only one of which
(COMBAT.CMN) contains more than one COMMON block. Table Vi-,10 also lists these

* files in alphabetical order. The rmmaining source code file, COMBAT.PAR, contains the
parameter statement discussed in Section C. Many of the program units of COMBAT
contain INCLUDE statements that involve COMBAT.PAR and one or more of the3 COMMON block files.

Figure VII-3 gives a calling tree for the program units of COMBAT.

Finally, Table VII- 11 gives the size of each program unit in terms of the number of
initial lines (other than comments), the number of continuation lines, the number of "real"

comment lines, and the number of essentially blank comment lines. For the purposes of
Table VU- 11, a comment line is called "blank" if it is blank in columns 7 through 70

3 inclusive, and it is called "real" othcrwise. Also, an included file is counted as one initial

line in Table VY- 11, no matter how many lines are in that file. The resulting total size of3 COMBAT is given at the end of Table VII-10.

V
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Table V11-10. COMBAT Source Code Files I

Program Unit Files COMMON Block Files
VIA P aUnit COMMON Blocks

AIRVAL. FOR Subroutine AIRVAL ALLOUT. CMN ALLOUT I
ALLOC.FOR Subroutine ALLOC COMBAT.CMN CMBTAI

ALLOCA. FOR Subroutine ALLOCA CMBTJZ

COM4OUT. CMN COMOUT

ATTRIT.FOR Subroutine ATTRIT

IOUNIT. CMN IOUNIT i

BINOAE.FOR Subroutine BINOAE O
SUMOUT.CMN SUMOUT

BINOMP.FOR Subroutine BINOMP

CALWTFOR Subroutine CALTVALUWK

CALWTA. FOR Subroutine CALWTA

COMBAT. FOR Program COMBAT

CWTALA.FOR Subroutine CWTALA Other FilesLila
CWTDAL. POR Subroutine CWTDAL

COMBAT. PAR Parameter
DATOB.FOR Function DATOB Statement

INPUT.FOR Subroutine INPUT

KVSCRB. FOR Subroutine ?-VSCRB

PSLSAE.FOR Subroutine PSLSAE

RELNEF.FUR Subroutine RELNEF

UNIBIN.FOR Subroutine UNIBIN

UNIFAE.FOR Subroutine TUNIFAE

VALUE. FOR Subroutine VALUE

WRWIOUT.FOR Subroutine WRTOUT

WRTSUM.FOR Subroutine WRTSUM
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U
Table VII11. The Total Size of COMBAT and of Each of Its Program

Units

Thu following data concern program units in File COM•AT .FOR 3
In Program COMBAT, the number oft
Initial Lines - 2033 Continuation Line* o 9, Total Statement Lines - 2971
Real Comments - 17, Blank Comments w 5, Total Comment Lines = 52.

The total number of lines In Program COMBAT a 349.

The following data concern program units In File AIRVAL .FOR I

In Subroutine AIRVAL, the number o4f
Initial Lines - 17, Continuation Lines - 3, Total Statement Lines - 20;
Real Comments - 3, Blank Comments - 2, Total Comment Lines - 5.

The total number of lines in Subroutine AIRVAL - 25. I
The following data concern program units In File ALLOC .FOR

In Subroutine ALLOC I the number ofa
Initial Lines - 105, Continuation Lines - d, Total Statement Lines a till
Real Comments - 10, Blank Camments - 10, Total Comment Lines - 20..

The total number of lines in Subroutine ALLOC - 131.

The following data concern program units In File ALLOCA .FOR

In Subroutine ALLOCA, the number oftI
Initial Lines - 93, Continuation Lines - 6, Total Itataeant Lines - 991
Real Comments - III Blank Comments - 9, Total Comment Lines - 20.

The total number of lines in Subroutine ALLOCA - 119. 3
The following data concern program units in File ATTRIT .FOR

In Subroutine ATTRIT, the number of1 1
Initial Lines - 57, Continuation Lines - 2, Total Statement Lines a 591
Real Comments - 1, Blank Comments - 3, Total Comment Lines - 4.

The total nulber of lines in Subroutine ATTRIT - 63, 5
The following data concern program units in FIl %INOAE .FOR
In Subroutine SINOA, the numbeir oft I
Initial Lines - 239 Continuation Lines - 1, Total ltatement Lines - 241
Real Comments - 1, Blank Comments - 4, Total Comment Line" - 5.

The total number of line In Bubroutine BINOIE = 29.

Tho following data concern program units in File 9I1 .FOR

In Subroutine ZINOHP, the rAwbaer oft
Initial Lines - 42% Continuation Lines - 0, Total Statement Lines - 42;
Real Comments - U, Blank Comments - 3, Total Comment Lines - 13.

The total number of lines in Subroutine BINOWP - 55.

The following data concern program units in File CALWT .FOR

In Subroutine CALJ•T I the number of (continued)I
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3 Table VII-I1. (Continued)
Initial Lines a 17, Continuation Lines m 2, Total Statmsent Line* - 19,

Real Comments - 1, Blank Comments w 3, Total Comment Lines = 4.
The total number of lines in Subroutine CALWT - 23.

The following data concern program units In File CALWTA .FUR

I In Subroutine CALWTA, the number elm
Initial Lines - 17, Continuation Lines - 3, Total Statemmnt Lines - 201
Real Comments - 1, Blank Comments - 3, Total Comment Lines - 4.

The total number of lines in Subroutine CALWTA - 24.

The following data concern program units in File CWTALA .FOR

U In Subroutine CWTALA, thov number of
Initial Lines - 13, Continuation Lin"s - 1, Total Statement Lines - 141
Real Comments a 1, Blank Comments - 3, Total Comment Lines - 4.SThe total number of lines in Subroutine CNTALA - 18.

The followIngdata concern program units in File CWTDAL .FOR

3 In Subroutine CWTOAL, the number of.
Initial Lines m 13, Continuation Line" - 1, Total Statement Lines - 141
Real Comments - 1, Blank Comments m 3, Total Comment Lines - 4.3 The total number of lines in Subroutine CWTDAL - Ia.

The following data concern progras units in File DATOD .FOR
i In Function D11Tl q the numbe ofi

"" Initial Lines - 10, Continuation Lines - 0, Total Statement Lines - 10;
Real Comments - 0, Blank Comments - 2, Total Comment Lines - 2.1 The total number of lines in Function DATOM - 12.

The following data concern program units in File INPUT .FOR

In Subroutine INPUT , the number of.
Initial Lines - 301, Continuation Lines - 45, Total Statement Lines - 3461
Real Comments - 5, Blank Coments - 30, Total Comment Lines - 33.

The total number of lines in Subroutine INPUT - 311.

The following data concern program units in File KVCR2 .FOR

In Subroutine KVCR, ths number oft
Initial Lines - 20, Continuation Lines - 2, Total Statement Lines - 2!
Real Comment* - 1, Blank Comments - 3, Total Comment Lines - 4.

The total number of lines in Subroutine KVSCR9 - 26.

m The following data concern program units in File P1LSA[ .FOR

In lubroutine PULSAC, the number oft
Initial Lines - 113, Continuatian Lines - 3, Total Statement Lines - 114;
Real Comments - 1, BlanI Comments - 19, Total Comment Lines - 20.

Thu total number of lines in Subroutine PSLSAM - 136.3 (continued)
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Table VII-11. (Concluded) 3

The following data concern program units in File RELNEF .FOR

In Subroutine RELtEP, the number ofm
Initial Lin" - 47, Continuation.Lines - 1, Total Statement Lines - 49;
Real Comments - 59, Blank Comments - 23, Total Comment Lines - 82.

The total number of lines in Subroutine RELNEF - 130.

The following data concern program units in File UNIBIN .FOR

In Subroutine UNIDIN, the number oft m
Initial Lines - 57, Continuation Lines - 1, Total Statement Lines - 58;
Real Comments - 4, Blank Comments - 9, Total Comment Lines a 13.

The total number of lines in Subroutine UNIDIN - 71. 3
The following data concern program units in File UNIFAE .FOR

In Subroutine UNIFdA, the number of t 3
Initial Line" - 37, Continuation Lines - r., Total Statement Lines - 36;j
Rear Comments m 1, Slantk Comments - 4, Total Comment Lines - 5.

The total number of lines in Subroutine UNIFA[ = 43. 3
The following data concern program units in File VALUIE .FOR

In Subroutine VALUE q the number ofm
Initial Lines - 194, Continuation Lines - 2, Total Statement Lines - 1961 1
Real Comments a 61 Mlank Comments a 13, Total Comment Lines w 19.

The total number of lines in Subroutine VALUE w 215.

The following data concern program units in File WRTOUT .FOR

In Subroutine WRTOUT, the number oft
Initial Line - 167, Continuation Lines - 36, Total Statement Lines 203;
Real Comments a 4, Blank Comments - 4, Total Comment Lines - 10.

The total number of lines in Subroutine WRTOUT - 213.

The following data concern program units in File WRTWUM FOR

In Subroutine WRTNUM, the number oft
Initial Lins a 163, Continuation Line. - 25, Total Statement Lines - 1801 l
Real Commen• le - 7, Blank Comments - 15, Total Comment Line. 22.

The tot&X number of lines in Subroutine WRTSUM - 210. U
In all of the files listed here, the total number oft
Initial Line. - 1794, Pntinuation Lines - 150, Total Statement Lines - 19441
Real Comments - 145, Blank Comments - 202, Total Comment Line. - 347.

The total number of lines in all of these files - 2291.
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E. RUNNING COMBAT

As stated in Chapter 1, a copy of the COMBAT computer program on a 5.25-inch
disk (PC/MS-DOS format) has been attached to the inside back cover. If this disk is3 missing, another copy can be obtained from the authors at the Institute for Defense
Analyses. This disk contains the same code (ie., all of the files listed on Table VII- 10), an
executable file (COMBAT.EXE), some entirely hypothetical dam sets, and the outputs

produced by running COMBAT with some of these data sets.

Relevant comments concerning copying and running COMBAT are contained in the

README file in the root directory of that disk. This file, which should be read before
I running COMBAT, i; transcribed below.

This disk contains the code and some sample test data
for the computer program described in:

I IDA Paper P.2248

COMBAT: A COMPUTER PROGRAM TO INVESTIGATE
AIMED FIRE ATRITION EQUATIONS, ALLOCATIONS

OF FIRE, AND THE CALCULATION OF WEAPONS SCORES

Lowell Bruce Anderson
Frederic A. Miercort

Institute for Defense Analyses
1801 North Beauregard Street
Alexandria, Virginia 22311

September 1989

This disk contains three subdirectories. Subdirectory CODE contains the source
code for this computer program. Subdirectory DATA-EXE contains an executable file and
some entirely hypothetical test data sets for this program. Two of these data sets require
the user to interactively supply additional data values. The other data sets are essentially
self-contained, and the output files produced by these other data sets are contained inI Subdirectory OUTPUT. Other than the comments below, this disk contains no
documentation or help files. Interested parties should consult the reference cited above.

The executable file in Subdirectory DATA-EXE requires a floating-point
coprocessor. The code in Subdirectory CODE must be recompiled and relinked in order to
run COMBAT without such a coprocessor. All of the source code needed to compile and
link COMBAT is contained in Subdirectory CODE. With the exception of the INCLUDE
statements, all of this code is standard FORTRAN-77.

If the (external) DOS command XCOPY is available, this disk can be copied as
follows. First, create a suitable subdirectory on the target drive, say drive C. Next,
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cha'nge directories so that this new directory is the current directory. Next, insert this disk 3
into a suitable source drive, say drive A. Finally, execute the DOS command:

XCOPY A: C: /S

If XCOPY is not available, new subdirectories can be created, and this disk can be copied
subdirectory-by-subdirectory. I

COMBAT expects to find its input file on the current directory. If COMBAT is run
with the current directory being Subdirectory DATA-EXE, it will write results to a file (or
to two files, if INVAL - 6) on that subdirectory. These results can then be compared, if
desired, to the corresponding output file(s) on Subdirectory OUTPUT.

CAUTION: COMBAT ens its output files on the current directory with I
STATUS - 'UNKNOWN'. Accorgly, if a file already exists on the current directory
with the same name as that being given to a COMBAT output file, running COMBAT will
overwrite that previously existing file. See Chapter VII of the reference for a discuasion of
how output files are named by COMBAT.I

I
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AN INTRODUCTION TO
ANTIPOTENTIAL POTENTIAL

WEAPON SCORES

* 1. Foreword

Thip, appendix was exntacted from Chapter MII of IDA rn)tc N-845, Reference
[A.9]. Fotiowing the body of this appendix., two annexes are given that amplify some
points made below. Annex A gives an example why Thrall's wn'-hod sh•.idd not be used to
scale weapon values. Annex B gives a result on firepower models and weapon tradeoffs.

2. Notailon

B. - (input) number of Blue weapons of type i.

R. - (input) number of Red weapons of type j.

Kb- (input) mte at which each Blue weapon of type i is killing Red weapons of

type j. Note: for Lanclies: square K b - constant,

forUMAGAMI Kb -Ke. (Rj,R2,...)ii 1i
in genea~l K b.fiK. (B1,B 2,...,9RIR 2...).

K.. - (input) rate at which each Red weapon of type j is killing Blue weapons of

type L

Vb. - "value" of each Blue weapon of type i (to be computed).

"Vr - "value" of each Red weapon of type j (to be computed).

b - proportionality constant for Blue killing Red (to be computed).

ffr - proportionality c~or, tant for Red killing Blue (to be computed).

3. Basic Assumption

The "value" of each Blue weapon of type i is proportional to the sum over j of the
rate at which that Blue weapon is killing Red weapons of type j times the "value" of Rcd
weapons of type j.

A-I



I

That is, p ori r nito r s
I j U j IiiJ

Similarly, V c , o e.V' or frt Kr.Vale fI .11 I i jIl I
4. Note 1

Since "value" is a function of e nd Kt and sc K can be a function ofI

R6R. and Kr.canbeafunction of B I VB Olvalue" can beafunction of the number

of weapons on each side at a particular point in time. If we assume a typical (or standard)

Blue force and Red force, one can compute typical (or standard) values for Blue and Red.

5.2Note 2 
1

bJ 1j Ii . Ii JI

T'uas K. bitherate atwhich one Blue weapon of type iis killing Red waapons of type
ii I

j,5 is the rate at which one unit's-worth-of-value of Blue weapons is killing Red value.

(K.. depends on iand j, P depends on neither inorj.D
Ii

Similarly, Vr is the rate at which one unit's-worth-of-value of Red weapons is

killing Blue value.

6. Derivation
~bVb KbVT= bXK¶MA T

Ji j J j 'Ji 11 1

Lt~- and R K !,(e,-Obr.

T~hen XV b=, Iý
X. is called a characteristic value or eigcnvalue of the matrix Kand Vb is called a
characteristic vector or cigenvector of the matrix K corresponding to X.

A-2I



=11
7. Theorem (Frobenius, 1912)

If R is "irreducible" and non-negative, then there is at least one solution for X that is

strictly positive; and corresponding to the largest such solution there is a solution for Vb

that iL the unique (up to a scaling constant) non-negative eigenvector of the matrix i.

8. Note 3

IV', and Vr can be computed recursively (if R is not periodic).

3 Pick any vector V b(0) (any non-negative, non-zero vector of proper size).

Let V¶(0) = ýO)I Ji J1Il

Let V.'(1)=ZK Vr(0) and renorrmalize.j i JI
Let r..1.

Si J1 I

I ~Let 4(2) e !Vr() and renormalize, and so on.

IThen rn im (t) = V.

* 19. Scaling Assumptions

Frobenius' Theorem gives X, and gives Vband Vr up to scaling constants.

i Additional assumptions are needed to scale Vb and Vr, and to find b and [3r (we know the

product, ý, but not the factors). It turns out that two such assumptions are required. Some

pairs that have been suggested are:

"(i) Vj -I andiV~ i=l (Dare and James [A.2]),
(i) j

( b _Vand P U V, (Howes and TMrall [A.31),

I i i

(i [=._- V'R. and VB.Vi (Spudich in TATAWS IM [A. 1]),

(iv) [3b = fr and V.b = I (Holter in COMCAP il [A.6]).
1o

Antipoteniai Potential uses (iv).

IA-3
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10. Rationale for this Choice of Scaling AssumptionsI

(1) Since j =b If, this choice allows Blue and Red weapons to be compared to

each other, not just among themselves.

__ I
(2) It turns out that the quantity i s constant for any choice of scaling

assumptions. With choice (iv), the fmce ratio - equals this constant.

(3) This choice is supported by the Lanchester square orguments given in Holter
(pp. 248 to 252 of COMCAP IL Reference [A.6]).

(4) This choice allows subdivision (or aegrei;tion) -of ess:ntially identical
weaponlL. (See Annex A, below.)

11. Relationship to Lanchester Square

(1) Dare and James (A.2] have proven the following result.

Let U(t) ,VB(t) and If(t) VR.(t).
I j J

If g (t) _ Bi(t) K. and A.(t) - ~R#()KIi I Ij I J j

and 0 and ae irreducible, then

(i) i r M -- bub(0 and Ub(t) - _-$Ur(t) implies that

(Ii) . 1 i1Ji j J1

and (ii) implies (i).

(2) See the references for other notes.

12. Some Limitations of the Antipotential Potential Methoi-

1. "Value" should really be called 'lethality potential" because if

A-4
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U then

I no manewhatK' undKle. an for any j.

3 2. No linear weighting scheme should be us-d to make weapon trade-offs. (See

Rfcrence [A.8] and see Annex B, below.)

13. Uses of the Antipotential Potential Method

3 1. As part of the computations in a dynamic mrod,.! (such as in IDAGAM I, see

Section 14 below).

2. As a measure of effectiveness based on the output of a dynamic model. An

example of such a measure is

I ! ~r(d)- l,.'r(d)

I i ( Ub(d)
a1 d,,l

3 where 0b(d)m- V.(d)] i(d) - the total Blue value lost on day d of a war of
I

length D-Ub(d), 0r(d), and Ur(d) are defined similarly--and where
a i (d) and f.(d) arm computed by the dynamic model

_ 14. Relationship to IDAGAM I&

"values" ar= used to make force ratios and force ratios arm used only:

(1) for demmining FLOT/FEBA movemnt,

a Rfmca for IDAGAM I am
[1] Lowell aBruce Andersmon Juanue Bracken, Jams Q. Hely, Mary J. Hutzler, cxd Edward P. Kerlin,

IDA Ground-Akr Model I (IDAGAM I), Vol. I: Comprehepiw Descrlpionz; Vol. 2: Deflnidonu
ttVof r labs; Vol. 3: Detailed Descriptdon of Selected Aspects; Vol. 4: Computer Program.Vw1antation; Vol. 5: Toeting, IA Report R-199, InstibAe for Defense Analyses, Arlington,
VA. Octbe 1974.

(2] Lowell i3tuce Ande'so, Debbiae Bavrsc and Mky J. Hutzlcr, Mod(lcadons to IDAGAM I. IDA
Pap P- 1034, Inustdle for Defense Anayses, Arlington, VA, October 1974.
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I,

(2) for making reinforcement and withdrawal decisions, and

(3) (optionally) for determining the intensity of losies (i.e., a scale factor). 3
In particular these. values are not used to compute the potential numbers of weapons

lost on each side [&'and ftJthey (optionally) can be used to scale these potential losses to

determine actual losses and Ikj). That is, these values are used to compute force ratio&,

which (optionally) can t used to compute intensity scaling factors otb and (r, and then

I
I
1

I
I

I
I

I
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ANNEX A TO APPENDIX A

AN EXAMPLE WHY THRALL'S METHOD
SHOULD NOT BE USED TO SCALE WEAPON VALUES

U FOR FORCE RATIOS

5 As in the text above, let

B - (Bi) - the number of Blue weapons (of type i),

R i (R.) - the number of Red weapons (of type j),

I b1Kb -[K i] -thieBlueklsRedrte mattx

I ~ Kr ý -[~]the Red kills Blue rate matrix,

V ~b -(IVýJ - the Blue "value" vector to 'be comnputed,
Vr . (VQ = the Red "value" vector to be computed,

I the Blue proportionality constant,
- the Red proportionality constant,

so that bv b - KbVr and vryr - KrVb according to the eigenvector approach for computing

I weapon values. Also as discussed in the text above, two scaling assumptions are needed to

compute specific values for Vb and V. Thrall's method uses the scaling assumptions that:

J• r.

U whereas Holter's method assumes:

13b 3andV•Vb 1.

Suppose that there is one type of weapon on each side and K K = 10. Then

* and

A-A-,1
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r 1 b.m' r

I by Holters method,

Thus, if B R :00, the force ratio accotting to ichtr m,.býd is:

()TB

(V2)JR

Now suppose that Blue has two "very similar" types of weapons and that 3 -
(B 19B2) - (5050). T'hn it is reasonable to as-jx thc'

Kb * I and K -- (5,51 (not K [ = 10,101).

Thnm, using 7bralls tneýhc, Vb- w 10 -5 5 n 0

Us~ig 'Iolwtes who, v 2', =I,V-r ',V=l0,andp3r= G.

Thus, the force ratio cv-din$ to TIrn'is we-hod becomes

(Vb)T . (1O x 50) + (0 x 50). 2.

whereas the force ratio according to Hblters method remains at I (as it logically should). 3

a

A-A-2 i
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ANNEX E TO APPENDIX A

A RESULT ON FIREPOWER MODELS AND WEAPON TRADEOFFS1

It ba& '.'ML prW. '-AA thW if vF.= tradeoff., arti made ,'v-1 4i a "pure" JArcpower"."odel. or any ut*A t"i -ar mmxl." then die w•eApon type with the most firepower .,r unit

cost w,•,ud alv,ays 1,m wlectad. Below -s roc way zo rigorously state and p.ove that

pi-posal.

M " the number VA different types of weapons,

I W -the numher of weapous of type i ( :9 i 4 D).

Vi =the positve (linear) value of e•ch weapor, of type i ( I Si M),

Ci.= tdw positive (Unear) cost of each weapon of type i (1 i5M),

I Y the total firepower of the force = WV

5- Wanarbitraryst,

Vf(Y) = a non-e cing fcion of Y for ech k eK,

e.g., fi(Y) - (casualdes to the force in question)-1,

f2 u A casualde to opponent,

f3(Y) - FEBA movement rate, and

let j be such tliat 'Vt k V' for all i - 1,,...,M.

THEOREM: For all B k 0,

3I ,,WM% f" Vl.I+...+WMvM)

such that

3This annex is essentially a reprint of: Anderson, L3., A Result on Firepower Models and Weapon
Tradeoff.p, Working Paper WP-5 of IDA Prcject 2344, Institui for Defense Analyse, Arlington VA,
October 1975. A-B-I
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Wý a Ofor inili(I l ~i:ýM)5

W~i0  5o

ThrE Ie poL-it rtw' aich this moximum occurs is not necessarily unique.

PROOF: Clearly (W ,...,WL) satisfies the conswaints. Now let (W 1,... ,WM)I

ha an~y set of'veApcns thw at iisfies the conntaints. Then

£Wi~iJ~i~i~tC CiWj5 BV.~ji
cw.:J I *i .

Thus fkW Iv I + ... + W MVM) Sfk (W*IV1 +s . + Wm*vm)U

for allk e Ksince (.in noki-dcc1easu15for&U k e K.
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APPENDIX BI
'A RODUST METHOLI FOR

CONSIDERING EFFECTIVENESS PARAMETERS

THAT ARE FUNCTIONS OF ATTACK AND DEFENSE
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Many models of combat between two sides (say Red and Blue) allow selected

subsets of the input parameters to depend on whether Blue is attacking Red or Red is

attacking Blue. For example, there could be separate input engagement rates, allocations of

fire, and/or probabilities of kill for Blue on attack against Red, Blue on defense against

Red, Red on attack against Blue, and Red on defense against Blue.

When considering such separate-for-attack-and-defense parametel3, there are four

possible cases: I) Red on attack and Blue on defense, 2) Blue on attack and Red on

defense, 3) both sides attempting to attack, and 4) neither side attempting to attack. Many

of the models that allow selected input parameters ýo depend on whether a side is attempting

to attack also require the assumption that exactly one of the cases out of these four possible

cases is occurring throughout the entire region of interest over the entire time interval in
question. (These models may also assume that this one case must either be Blue attacking

and Red defending, or be Red attacking and Blue defending, instead of allowing any one of

the four cases to apply.)

5 Whether such an "exactly one case is occurriig" assumption is appropriate is

debatable. For example, in addition to being potentially inherently unrealistic, such an

assumption can cause significant anomalies to occur--such as a small change in one input

causing a force ratio to go slightly over a threshold, which causes a different side to attack,

which then yields significantly different results throughout the rest of the war being

5 simulated.

Fortunately, in this case, it is zasy to avoid these anomalies. That is, there is no

good reason to make this always-attack or always-defend assumption. A model can just as

easily be constructed to allow weighted averages of attack and defense values to be used.5l Such a model would be robust concerning the type of anomaly just described in that very
small changes in the inputs would not produce relatively large changes in results due to a

5 different side going on the attack.

For example, to develop such a model let fb denote the portion of the region in5 question that Blue will be on the attack times the portion of the time interval in question that
Blue would be attacking in this portion of this region, and let fr be defined analogously for
Red. Thus, 0 < fi < 1 for i c (b,r). The fractions fb and fr are not (necessarily) direct

inputs--generally they would be determined as functions of force ratio (and, perhaps, of

other arguments). Let xb denote the relevant results of combat using parameters

appropriate for the case ;n which Blue is on the attack and Red is on the defense; and let xr

* B-I
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denote these results for Red on the attack and Blue on the defense. Let xm denote these I
resu~ts for a "meeting engagement" case, i.e., the results using parameters appropriate for

the case in which both sides are attr-ruting tu attack, and let xh denote these results for a I
"holding" case, i.e., the results usu,,, parameters appropriate for the case in which both

sides are on defense. It is assumed that the model can use the appropriate parameter sets to I
ctJculate xb, xr, xm, and xh. Let y denote the overall results to be calculated from the x's
and the fs. Th-en, y can be calculated as 3

P xb + erxr + (1-_b'fr)xh ? + er < I
y Y= Pxb + frxr Pf+fe-1 ,

(le)xb +r (fb+_y)xm fb + e > I

In particular, note that the functions that yield fb and fr need not necessarily satisfy the
property that fb + fr = 1. These functions need only satisfy the general consistency
propertythatO fi: 1 forie {br}.

B-I
I
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AN IMPROVED METHOD FOR

DEGRADING THE NOMINAL EFFECTIVENESS

OF UNBALANCED FORCES
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I It has been argued that, in modeling combat, the nominal effectiveness of a force

I should be degraded if that force is significantly unbalanced. For example, a force

consisting only of artillery and aircraft could be considered as biing unbalanced and hence

as not being an effective force because it could easily be overrun by enemy armor and3 infantry. Conversely, a more balanced force consisting of fewer artillery and aircraft (but

with some armor and infantry) could be quite effective because the armor and infantry, in

I addition to providing their own firepower, help protect artillery and air bases.

The approach used in IDAGAM (Reference [C.1]) to address the degradation of

U unbalanced forces is to assume that each type of ground weapon can be put into one of

three classes. A type of ground weapon is in class one if it can operate on the battlefield

I without any other weapons around it for self-protection. A weapon type is in class two if it

needs weapons in class one or other adequately protected weapons in class two to protect

• i it, and once adequately protected, it can protect other weapons in class two as well as

I weapons in class three. A weapon type is in class three if it needs weapons in class one or

protected weapons in class two to protect it, and it cannot protect other weapons. For

example, infantry could be in class one, tanks in class two, and artillery in class three.

While this approach seems generally reasonable, it was implemented in a flawed

S manner in IDAGAM. The first flaw is that it only considers ground weapons, not combat

aircraft. The second flaw is as follows. IDAGAM assumes that each weapon in class one

I can simultaneously protect an input number of weapons of each type in each of the other
two classes. A more reasonable assumption would be that each weapon in class one can

3 protect an input number of notional (or typical) weapons (in total) from the other two

classes. This protection would be prorated across the types of weapons in both other

classes in proportion to the (weighted) number of weapons in these classes needing

protection, which would detrmine the number of protected weapons of each type in each

class. The analogous comment applies to the consideration of the protective capabilities of

weapons in class two.

5 One way to implement this (more reasonable) assumption is as follows. Let

N - the number of different types of weapons systems (including aircraft) being
simulated in the force in question.

I For i-1,...,N let

ni - the number of woapons systems of type i on (or capable of flying over) the
battlefield that have ammunition and are ready to fight (but may or may not

IC-,
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need protection provided by other weapons in order to participate in combat) 1
for the force in question, and

1 if weapons of type iare in class one (i.e., they need noI
protection from other weapons in order to participate

ai f comat)

10 if weapons of type i ar in class two or class three,

Let ci be a weighting factor such that each weapon of type i in class two or three

corresponds to ci (strictly positive) notional weapons for the purpose of prorating

protection across the types of weapons that need to be protected, and let ci be zero if
weapons of type i are in class one. (For example, a tank might correspond to two notional 3
weapons, so ci - 2 when i denotes tanks; while a mortar might correspond to half of a
notional weapon, so ci - 0.5 when i denotes mortars.) Thus 3

(0) if weapons of type i are in class one

(0,--) if weapons of type i are in class two or three.

When i denotes a type of weapon in class one, let pi be the total number of notional !

weapons in classes two and three that each weapon of type i can protect When i denotes a

type of weapon in class two, let pi be the toa number of notional weapons in classes two I
and three that l/ci protected weapons of type i can protect. (Note that l/ci weapons of type

i is one notional weapons'worth of weapons of type i.) When i denotes a type of weapon
in class three, let pi be zero. Since protected weapons in class two can protect other

weapons in class two, assume that pi is strictly less than one when i denotes a type of 3
weapon in class two. Thus

F[0,-) if i denotes weapons in class one

pE (0,1) if i denotes weapons in class two
I

(0) if i denotes weapons in class du-e.

The quantities N, ni, ai, ci, and pi are .. puts to this method. The output of this 3
method is the number of weapons of type i, denoted below by mi, that can participate in

combat. To calculate mi from these inputs, let

C-2II ,
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CI" 0 cn >0.
I Iii

0~n I-J c~n, - 0.

i Note that xj is zero for all i that denoteeapons in class one, xir 0,1] for all i that denote

weapons in class two or three, and IZi xi - I if cjnj > 0 fob' any :, The term xi can be

int as the fraction of weapons netding protection that amý of type i out of all of the
weapons that need protection, measured in terms of notional weapons. Let

q= -- Pi=Pxi"

Note that xipi - 0 unless i denotes a weapon type in class two, and so 0 < q < I since 0 <
Spi < 1 for all i that denoteweapons in class two, Now let

0 if i de n s a type of wpapon in Class one5Yihh x/ci otherwise,

I amdlet

3i so that z is the total number of notional weapons that can be protected by all weapons in
class one.

Given that z notional weapons can be protected by the weapons in class one, the
particular number of weapons of type i that can be protected by the weapons in class one is

yiz. For i denoting weapons in class two, these yiz protected weapons can protect
additional weapons in classe two and three, the ones of which that are in class two being

able to protem still more weapons and so on. Accordingly, the total number of weapons of

type i that can be protected is given by

II
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yiz + Yi(lj pjcjyjz) + yI(T-j PjCjYj(lk pk~CYkz)) + ...

yjz + yiqz + yiq2z + ... I

Wyiz/(1-q), 1
Ths ni if i denotes a type of weapon in class one

min~ni, yiz/(1-q)) if i denoes a type of weapon in class two or three

where, as defined above, mi gives the number of ready weapons of type i that either need
no protection or are sufficiently protected by other weapons so that they can paricipate in
combo during the time period in question.

Unprotected weapons (necessarily of classes two or three) would not participate in

combat and so would not be vulnerable to enemy fire and, mare importantly, could not fire
at enemy t pgets As page 52 of Volume 3 of Reference [C. 1] states: I

The point of these calculations is not that weapons are either fully
protected and fully effective or not protected and withdrawn f•om battle; the
point is that the extremes where a force becomes too unbalanced can be
roughly estimated--and that the model should have some way of U
incorporatng these rough estimats, so as not to assign full effectiveness to
an unbalanced force. i

REFERENCE FOR APPENDIX C 3
C.i. Anderson, LB., J. Bracken, J.G. Healy, MJ. Hutzler, and E.P. Kerlin, DA

Grouwd-Air Model I (IDAGAM 1), Volume 1: Comprehensive Description,
Volume 2: DefoWr/ons of Variables, Volume 3I Detailed Descriptions of Selected
Portions, Volume 4: Docwuentation, and Volume 5: Tesdng, IDA Report R-199,
Institute for Defense Analysi, Arlington VA, October 1974. 3
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APPENDIX D

A GENERAL METHOD FOR
RELATING BOUNDS ON ATTRITION

TO THE AVERAGE RATE OF MOVEMENT OF GROUND FORCES
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A GENERAL METHOD FOR
RELATING BOUNDS ON ATTRITION

TO THE AVERAGE RATE OF MOVEMENT OF GROUND FORCES

3 1. Background

It has long been argued that a force engaged in combat can a-ade attrition for

5terriwy. In particular, it has frequently been argued that a force engaging in "full" combat

can lower the rate of attrition it is suffering at the expense of a less favorable (or more3 unfavorable) movement of the Forward Edge of the Battle Area (FEBA) by participating
less fully in that combat. Many (frequently older) models of combat compute both attrition

I and FEBA movement as functions of force ratios, and these models are generally able to

implicitly trade off attrition for FEBA movement via these functions. However, several
I modem combat models (and some options in some older models) do not compute attrition

directly as a function of force ratio, so if these models are to consider attrition versus FEBA

movement mndeoffs, these tradeoffs must be considered explicitly.

Explicitly incorporating attrition versus FEBA movement tradeoffs has turned out to

I be, in some sense, harder than it might first appear. Indeed, the majority of large-scale

combat models do not explicitly incorporate wuch tradeoffs. Two models that attempt to
incorporate these tradeoffs explicitly are a model developed by Lulejian and Associates
(Reference (D.1]) in 1974 and a model developed by Joshua Epstein (Reference [D.2]) in
1985. However, both of these models incorporate attrition versus FEBA movement

3 tradeoffs in a relatively complex and flawed manner. The flaws of Reference [D.1] are
described in References (D.3] and [D.4]. Some of the flaws of Reference [D.2] are as

follows. (It should be noted that a major strength of Reference [D.2] is that it points out

the aforementioned potential defect concerning attrition versus FEBA movement tradeoffs
in modem combat models.)

First, Reference [D.2] contains an extremely simplistic model of ground-to-ground

combat (e.g., it is homogeneous in weapon types), and no indication is given as to how to

extend the model to be more realistic.t Thus, Reference [D.2] offers no help to analysts
who want to address attrition versus FEBA movement tradeoffs, but who wish to do so

3 t The model in Reference (D.21 also contains an extrmely simplistic representation of air interactions.
but it is clear how, in gnemral, to extend th air portion of tha model to more realistic representations.
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using a model with more features (e.g., with adequate representation of various types of
ground weapons) than are found in Reference [D.2].J

Second, Reference [D.2] requires that one side always be on the attack and the U
other side always be on the defense throughout the entire theater and throughout the entire
war. In reality, each side might attack (or counterattack) in various parts of the theater at
various times in the war, and might be on defense in other parts of the theater an/or at
other times in the war. (See Appendix B above for further discussion of this aspect of 3
combat.) The "only one side can attack" assumption in Reference [D.2] is quite significant
concering the methodology Reference (D.2] proposes because: (1) the methodology

appears to be very sensitive as to which side is labeled as the attacker, and (2) it treats the
side labeled as the attacker very differently from the way that it treats the side labeled as the
defender. For example, analyses using the model in [D.2] of two forces that are about
equal in all respects could produce very different results depending on which side was
declared to be the attacker.

Third, the attrition structure in [D.2] contains several logical conundrums. For
example, the attrition to the attacker oft day one depends on the input V 1) but not on the
size of the defender's force. If the attacker can choose %5 (I), why not choose ag(l) = 0?
If ag(l) is an independ ent input, then how is it that the defender can always kill a5 (1)Ag(l) 3
attackers on day one no matter how big Ag(1) is and no matter how small D5 (1) is, where
AS(I) and DS(l) denote the sizes of the attacker and defender forces, respectively, at the 3

Combined am combat, especiilUy such combat at the cormp ad theater level, inherently involves I
imp•taintUltractions among qualitatively and quantitatively different tyes of air and ground weapons.
Of course, a model of as complex a process as corps or theater level combat ned not explicitly
simulate every aspect of every reoext and intenction to be useful. Judgment is needed to detemine
which aspects of complex processes should be explicitly simulad within computer models and which I
aspects a•r better reflected implicitly in the inputs. Some relevant ,uestions here are: Do
heterogeneous; inertions occur sufficiently often to be important, ae such interictions relatively
significant, and does the combat modeling community know how to model these aspects sufficiently
weUl that auunatioa is prmctcal and would be a significant improvemen, over implicit consideration?
The answers to all these questions seem to be clearly and definitively positive. Heterogeneous
interactions occur continually in combat. Sometimes these heterogeneous interactions can be
adequ ely reproaned by homogeneous models, frequently they cannot, and often it is not clear until Iafter the fad wheter a homogeneous representation was adequate for a particular battle or whether
heterogeneous considerations should have been employed. Accordingly, in terms of frequency,
significance, and the difficulties involved in using implicit representations, it is quite desirable to
simulate (what is necessarily heterogeneous) combat using a heterogeneous model. Heterogeneous I
Lanchesrt martion equatims a4d heogeneous combat models below themr level have been available
iince well before 1970. In addition to Chapter V above, see Reference [D.5I for a discussion of

m mogene tition equations and their use in theater level models through 1981.
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I
start of day one? The calculation of attrition to the attacker on succeeding days raises

similar but more complex questions. Also, the attrition structure of [D.2] is based on an

input parameter (denoted by p) which is defined t* be the attacker's ground lethality killed

per defender's ground lethality killed. Reference [D.2] states that "In this mode! p is

I interpreted as a constant, an avenge." That p is an average over time and space is, ,as

argued in [D.21, quite reasonable. That p is independent of both the size of attacking force

I and of the size of the defending force is not reasonable, and no justification for this latter

type of independence is given in (D.2].

3 The basic problem with References [D.1] and [D.2] may be that, rather than just

incorporating attrition versus FEBA movement tradeoffs in a simple and straightforward3 Imanner, they introduce too much complexity as part of these tradeoffs. Some complexity

is necessary (as described below), but ;.rhaps not as much as introduced in rD.1] and
" I (D.21.

2. Three Criteria for Considering Attrition Versus FEBA Movement
Tradeoffs

3 First, it would be desirable to incorporate attrition versus FEBA movement

tradeoffs into a model in such a manner that the outputs of the model are continuous

I functions of the inputs. That is, one would like to avoid cases in which very small changes

in inputs lead to very large changes in outputs. This problem can easily occur, for

example, if the outputs are discontinuous functions of which side is on the attack (as in

[D.21) and if the model assumes that exactly one of the two sides must be on the attack

throughout the entire area and time period of interest (also as in [D.2]). This problem can
also readily occur, for (another) example, if the outputs are discontinuous functions of

input "threshold" parmeters (again as in [D.2]).

Second, it would be desirable to address the following question in a straightforward

yet continuous (as described above) way. Suppose that both Blue and Red postulate a

3 maximum attrition ratw beyond which eacu will trade FEBA movement for attrition to keep

within their maximum attrition rate. Suppose also, that, if neither side were to trade

territory for attrition, then both sides would exceed their maximum attrition rate. What

happens to the atttion and FEBA movement?

*, • Third, it would be desirable. to have a method that could incorporate attrition versus

* FEBA movement tradeoffs into existing models in such a way that, if the attrition to each
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side turned out to be sufficiently small (e.g., below an input maximal attrition rate for each i
side), then the attrition and FEBA movement results of those models would be unchanged.

The following approach satisfies these three criteria, and so could easily be i
incorporated into existing models.

3. The Proposed Method for Considering Attrition Versus FEBA

Movement Tradeoffs 5
Consider the following notation:

Ns - the number of types of weapons on side s, s-1,2. 3
Isi - the number (inventory) of weapons of type i on side s in combat at

the start of the time period in combat in the region in question,
i-l,...,Ns, s=l,2. 3

•li - the number of weapons of type i on side s that would be killed by
enemy fire during the time period in the region in question if both
sides fought with full effort throughout the time period, i=l,...,Ns,
s-1,2.

S= the change in F.BA position (i.e., the resulting FEBA position I
minus the FEBA position at the start of the time period) that would
occur if both sides fought at full effort throughout the time period in I
the region in question.

wsi a weighting factor to be applied to weapons of type i on side s in
omder to compute an aggregated measure of strength, inl,...,Ns, 3s-1,2.

me a maximum loss rate such that, if side s perceives that it would
suffer a loss of aggregated strength due to enemy fire at a rate
greater than ms over the region and time period in question if both
sides were to fight with full effort throughout that region and time
period, then that side will stand back over a portion of the region
and/or over a portion of the time period in order to keep its loss rate
less than or equal to ms (0 < ms < 1), s-l,2.

Es(x) - the (algebraic) change in FEBA position that would occur if side s I
were willing to fight at full effort throughout the time period, but
side s' (where s' - 3-s) chose to stand back throughout the time
period, and the side s over side s' force ratio is given by x, s-1,2.

All of these terms would be inputs to this set of computations. The term Ns is a direct input

to the model. The term 1s could be an input for the first time period (or could be calculated

from other inputs for that period) and would be updated to account for attrition and

replacements for succeeding time periods. The terms Id and 9 would be calculated by the
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I model befoTe attrition versus FEBA movement tradeoffs are considered (and so this
approach makes direct use of the existing structure in a model for calculating attrition and

FEBA movement). Note that t might have been calculated as a function of force ratio, in a
manner consistent with the way that Es(x) is postulated to be a function of force ratio. The

terms wsi and ms could be direct inpats to the model or could be calculated from other

inputs. Given x, the term Es(x) would be calculated from those inputs that specify Es as a

3 function of x.

Given these (direct or indirect) inputs, the goal of this set of computations is to

3 calculate:

fsi = the number of weapons of type i on side s that are killed by enemy
fire in the time period and region in question considering that one or
both sides may not be fighting at full effort (i.e., may be standing
back) in portions of the region and/or time period in order to reduce
attrition at the possible expense of favorable FEBA movement, and

the average change in FEBA position that occurs in the region and
time period in question considering that one or both sides may not
be fighting at full effort in portions of the region and/or time period
in order to reduce attrition at the possible expense of favorableIFEBA movementL

I Formulas that compute fsi and t in a continuous and relatively straightforward
manner are as follows. Let

I as = Ii wsJsi / Ij wsj'sj

= the aggregate attrition rate that side s would suffer if both sides
were to fight at full effort throughout the time period and
region in question, s-l,2,

Sps -=min (ms/as, t)

= the portion of the time period and region in question in which
side s fights at full effort, s= 1,2,

q3 = P1P2

- the portion of the time period and region in question in which
both sides fight at full effort, and

q• = ps( 1-ps')

= the portion of the time period and region in question in which
side s fights at full effort while side s' stands back
(s-•3-s), s- 1,2.

I
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Then, assuming that attrition due to enemy fire occurs only when neither side is standing I
back .f d can be com puted as-

for i-l,....Ns and s-l,2. Now let

sXi- wIi(Isi-fis) / Xj Ws'j(Is'j-fs'j)

for s'-3-s, and s- 1,2, so that xs is the side s over side s' force ratio after atrition has been 3
assessed. Then ! can be calculated as

t q- + Zs qs~s(xs). 3
I
I
I
I
I
1
I
I

I
I
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APPENDIX E

A GENERALIZED METHOD FOR3CALCULATING FORCE STRENGTHS

U
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1 Given a scam Vs, for each resource of type i on side s, Section E.I of Chapter II

deft=eithe force strength for side s as

where W" is the number of rewsces of type i on side s. An alternative ddinition would be

S&defi theforce sngth S as

-- S m

Sfor any podfmiti value of p. With p specified Ss t d be used in place of S3 in all of the
-measures consdee in Section E of EL1I Obviously, setting p - I mpxiuces the
-- measures as defied in Chtpter IL The following =esoinmg: suggests altmi ve values of

-- p- P , LEVPOT, and DYNPOT.

Con following bo- gneu case of the hetrcoge nos stuctre presented
Sin Chapter EL Suppose that there is one type of weapon on each side (ie., N 1 - N2 - 1).

For simplicity, let the number of weapons on side s be denoted by Ws here instead of by
We, as in Chapter u, let the ki rae be denoed by Kx ee insuad of by Ke 1 as in chapter

I land let the scare for weaponso side s be denoted by Vs here instead of by Vl(V) for

v - 1,..., as in Chapterf. (The choiceofmethods used to cakulate Vs will be clear in the
discussion below.)

In terms of this notation, the scores and force ratios produced by the five methods3 discussed in Chapter II are as follows:

I
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Method VI V2  R = W2V2iVIVI

W2(Y2) 1 /WI(KI)
1 2

_____ -W 2 (K2 ) 1/2/ W 1 (K1)1t

APPVUL 1 (K2/K1)2 13

(W2) W (Ký 213 / (W,1) 5/3NK 1) 2

PEXPOT (W2 K2 / IK231 ?

(W 2K2/ (W,)2 K,
D Y N PO T 1 W 2K 2 W IK I - W ̂  ) 2 ( K

LEVPOT 1 (W2"K21 K)2  (W2 3I2/W,3K

(w2j)3(K• 1 )K)2  3
tI

Now consider the special case of the above in which the one type of weapon on

side I is sfficiently sAim (Le., identical in all relevant aspecs) to the one type of weapon 3
on side 2 so that K1 - K2. Then the table above reduces to the following,

I
I
I
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Method VI V2  R - W2V2/WVIV

APP I IW2W-

I APPYL. 1

PEXPOT 1 (W 2/3 (W^ 1) 13 .

I DYNPOr 1 W2/WI (WýW•)2

i For example, in this special case if ,side 2 had three times as many of these

essentially Widca weapon as side 1 had (i.e.. W2 - 3Wj) then the following force ratios

would be prodmvl

Method:* APP APPVUL PEXPOT DYNPOT LEVPOT

I Resuling Fome PAuo: 3tol 3tol 6.24 to 1 9tol 27to

An additional requirement that could be imposed on these nathods of computing
weapeas scores is that. in the homogeneous case in which both sides are using essentially
identical weapon, if one side has an x to I advantage in the number of these identical

weapons, then the resulting force ratio is x to 1. If the force ratio is defined to be

where 
R - S2/sl

I ss- VIWI,
012.

then only APP and APPVUL have this p1oety. However, if a set of force ratios is

defned by

I Rp- S2 S

where
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for p > 0, then APP and APPVUL have this property for p - 1, PEXPOT has this property

for p - 3/5, DYNPOT has this property for p - 1/2, and LEVPOT has this property for

p -= /3. If force ratios ae defined in this manner, then the table below gives the resulting

force ratios for the homogeneous case in which the weapons on side 1 are not necessarily
1 2

identical to the weapons on side 2. Note that, in this homogeneous case, S P, S P, and RI

arc identcal for APP and DYNPOT. In heterogeneous cases, the values SP, S , and P. for 3
DYNPOT with p 0.5 need not equal those for APP with p 1.0.

i
I
I
!
I
I
i
I

I
I
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IMethod R Rw S2 /S I
p p p

I ~APP1

-(WjW 1X"IyC) 1 2

AP V L1W 2(K2) 112 / W 1(K 1) 1t2

w~p' W2(K2) 25/ WI(K1) W

W2 (IK2) 12/ W I(K) 1)2

DYNPOT 1/2K )21 /W X (K j )' 4
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